
4.4 Technical Perspectives of Sexual Online Grooming

Jenny Felser1, Svenja Preuß1, Dirk Labudde1 & Michael Spranger1

1Forensic Science Investigation Lab (FoSIL), Hochschule Mittweida, Mittweida,
Germany

With the increasing popularity of social networks and chat rooms, new risks for children
and adolescents are emerging. In particular, they are exposed to the danger of sexual online
grooming. To address this problem, technical approaches have been developed to assist
law enforcement in investigating sexual online grooming and protect young people while
chatting. This chapter aims to approach the issue of sexual online grooming from a technical
point of view. Research in this area has focused on developing methods to detect sexual
online grooming in chats automatically. These methods already achieve a high level of
reliability. Thus, they provide essential support for law enforcement agencies in analysing
the often immense amount of chatlogs for evidence of sexual online grooming. In addition,
technical approaches can assist investigators in undercover work, sometimes required to
convict sexual offenders. This includes automatically generating a summary of the linguistic
habits of the person whose identity the police officer intends to assume. Moreover, chatbots
posing as adolescents to attract sexual offenders have been suggested. Furthermore, this
chapter describes how semi-automatic and automatic linguistic methods can be used to
analyse the phases of the sexual online grooming process and presents real-time protection
tools against sexual online grooming.
Keywords: sexual online grooming, text analysis, automatic detection, protection tools,
chatbots

Introduction

Digital communication, such as social networks and chat rooms, is becom‐
ing increasingly popular among children and adolescents. However, it also
exposes young people to new dangers. In particular, sexual online grooming
has developed into a growing risk. In 2021, the German Federal Criminal
Police Office reported 3,539 cases of sexual abuse of children using inter‐
net communication technologies, which includes sexual online grooming
(SOG) (Bundeskriminalamt, 2022). Compared to the previous year, the
number has increased by 34.5% (Bundeskriminalamt, 2022).

Therefore, detecting sexual online grooming in chats constitutes an es‐
sential task for law enforcement agencies (Ngejane et al., 2021). However,
a key challenge is that investigators are often confronted with immense
amounts of chat logs to analyse for potential evidence (al-Khateeb &
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Epiphaniou 2016). Manually examining the texts is time-consuming and
tedious and increases the risk of overlooking essential clues (Anderson
et al., 2019). Furthermore, when dealing with a sensitive topic such as
SOG, an unintentional bias of the investigator is also a potential source
of error (Anderson et al., 2019). In addition, the intensive and continual
confrontation with online child sexual abuse can be a psychological burden
(Seigfried-Spellar, 2018; Zuo et al., 2018). Consequently, there is a need for
tools that can automatically detect SOG in chat logs and, thus, provide
support in the investigation process (Ngejane et al., 2021).

The first attempts at automatically detecting SOG were already made in
2007 as part of the research project “Study for the Termination of Online
Predators” (STOP) at Iowa State University (Harms & Ferlazzo, 2007;
Pender, 2007). A primary goal of this project was to develop a method to
identify participants in chats who are potential sexual offenders (Pendar,
2007). Most notably, research in this area was strongly driven by the Inter‐
national Sexual Predator Identification Competition at PAN-2012, where a
total of 16 teams competed in various tasks related to identifying SOG in
chat logs (Inches & Crestani, 2012).

However, research in the technical field has been broadened beyond
the automatic detection of SOG for the assistance of law enforcement
agencies. Efforts have also been made to understand the grooming process
in more detail, develop real-time protection systems and support investiga‐
tors’ undercover work. This chapter aims to present the different technical
approaches that can be used to analyse and detect SOG.

First, we describe how the stages of the SOG process can be examined
by employing semi-automatic and automatic linguistic analyses. Then, ap‐
proaches for the automatic detection of SOG are presented and discussed.
Subsequently, this chapter outlines current practical solutions to the prob‐
lem of SOG. These include automated tools for protecting children during
online communication and approaches to assist the undercover work of law
enforcement agencies. An overview of the datasets available for research
in SOG follows. Finally, we conclude and provide an outlook for future
research.
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Analysis of the sexual online grooming process using technical approaches

Semi-automatic or automatic linguistic-based text analysis can provide
valuable insights into the SOG process. O’Connell (2003) identified five
stages of SOG, i.e. friendship-forming, relationship-forming, risk assess‐
ment, exclusivity and sexual stage. Using Pennebaker’s (2015) Linguistic
Inquiry and Word Count (LIWC) tool, which calculates the percentage of
words belonging to predefined psychological word categories as defined in
the tool’s dictionary, Black et al. (2015) and Gupta et al. (2012) detected
specific types of characteristics in chat parts. Subsequently, the authors
used the results to explore and evaluate O’Connell’s (2003) five-stage model
of the grooming process. The results suggest that the LIWC tool may be
used to detect the different stages in chats.

Black et al. (2015) analysed the language used in these stages based on
chat messages written by 44 convicted sexual offenders. Analogous to the
five phases, the messages were divided into five equal-sized parts based on
word count, which were then analysed with the LIWC tool (Black et al.,
2015). For each stage, the authors selected specific LIWC word categories
that may be expected to correspond to the respective stage, reflecting the
intentions and purposes of the sexual offenders (Black et al., 2015). For
instance, the risk assessment stage, in which the sexual offender tries to find
out how likely a person from the child’s private surroundings will discover
him, was represented, for example, by words of the categories “family”
and “anxiety” (Black et al., 2015). By examining whether the words in the
specific categories of a stage were frequently used in the corresponding part
of the chat, the authors found that the vocabulary defined in the LIWC
dictionary in some cases does not correspond to the order of the stages
defined by O’Connell (2003) (Black et al., 2015).

Gupta et al. (2012) also examined O’Connell’s (2003) model using the
LIWC tool but in contrast to the previous approach, they manually separat‐
ed 75 sexual online grooming conversations into individual stages. In addi‐
tion, the authors applied logistic regression analysis to the LIWC results
for each grooming stage, intending to identify LIWC categories that are
particularly indicative of a stage (Gupta et al., 2012). For example, they
concluded that social category words (e.g., “mate” and “talk”) are distinctive
of the relationship-forming stage, in which the friendship between the child
and the sexual offender becomes more intense (Gupta et al., 2012). The
manual segmentation of the chats into stages also allowed the authors to
determine the distribution of the stages within the grooming conversations.
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They found that the most significant proportion of each conversation is
taken up by the relationship-forming stage (Gupta et al., 2012).

Unlike the approaches discussed so far, the approach proposed by Zam‐
brano et al. (2019) is not oriented towards O’Connell’s (2003) model.
Instead, they developed a model for describing the SOG process, which
is inspired by life cycles proposed in the field of information security to
describe the phases or steps of a successful computer attack (Zambrano
et al., 2019). As a first step, they attempted to identify the stages of SOG
using Latent Dirichlet Allocation (LDA) as a topic modelling algorithm
and chats from convicted sexual offenders as input (Zambrano et al., 2019).
LDA reveals a given number of topics, where the topics are described by a
probability distribution over words (Blei, 2003). In the case of Zambrano
et al. (2019), six topics were identified. In order to characterise these six
topics with linguistic aspects, in the second step, LIWC categories were
assigned to a topic if the most probable terms in this topic were included
in the corresponding LIWC category (Zambrano et al., 2019). The assigned
LIWC categories allowed the authors to derive the sexual offender’s inten‐
tion for each topic or stage, which in turn enabled them to describe the
phases by comparing these intentions to those of each stage of selected life
cycles of computer attacks mentioned in the literature (Zambrano et al.,
2019).

Automatic detection of sexual online grooming

In recent decades, several approaches have been developed to detect SOG
automatically. Their aim is primarily to assist law enforcement agencies in
the forensic analysis of chat logs and to reduce the time needed to detect
past grooming attacks (e.g., Bours & Kulsrud, 2019; Ngejane et al., 2021;
Wani et al., 2021). The procedure usually used to achieve this goal is shown
in Figure 1. As can be seen, SOG detection consists of several tasks that
can be accomplished by employing a hierarchical approach (e.g., Bours &
Kulsrud, 2019; Villatoro-Tello et al., 2012).

Usually, the first task is to identify the SOG conversations (see Task 1 in
Figure 1) (Villatoro-Tello et al., 2012). Subsequently, a distinction is made
between the sexual offender and his victim within the detected predatory
conversations (task 2a) (e.g., Borj et al., 2020; Cardei & Rebedea, 2017;
Villatoro-Tello et al., 2012). Finally, those messages are determined that
are particularly indicative of the grooming process (task 3) (e.g., Peersman
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et al., 2012; Tomljanović et al., 2016). In addition, two approaches were
proposed that reduce the number of conversations to be studied (tasks 0a
and 0b). In the first approach, Siva et al. (2021) suggest using automatic
age detection to distinguish minors from adult social media users, primarily
based on the assumption that the writing styles differ, for example, in terms
of the use of slang and emoticons (task 0a). The second approach (task 0b)
consists of examining only the conversations of users who have provided
false information about their gender and age in their social media profiles
based on the fact that sexual offenders sometimes pose as adolescents
and, in some cases, male offenders pretend to be female (Ashcroft et al.,
2015; Peersman et al., 2011; van de Loo et al., 2016). In this context, the
authors again attempted – corresponding to task 0a – to determine from
the chat data whether the users were minors or adults. In order to achieve
this, they tried to determine gender based on the users’ language style and
vocabulary. They then identified the users whose age and gender informa‐
tion in their profiles did not match the predicted age and gender. These
two approaches can not only be used for forensic purposes but are also
particularly suitable for preventive systems that aim to notify social network
moderators of grooming attacks on time (Peersman et al., 2011; Siva et al.,
2021; van de Loo et al., 2016). Both approaches in this context aim to re‐
duce the number of conversations that need to be continuously monitored
(van de Loo et al., 2016). Furthermore, the first approach (task 0a), where
only conversations involving an adolescent are monitored, prevents the
intrusion of privacy in conversations between two adults (Siva et al., 2021).

It should be noted that there is no research concentrating on the entire
process shown in Figure 1. Instead, several authors focus on one or more
tasks (e.g., Pandey et al., 2012; Parapar et al., 2014; Wani et al., 2021;
Zuo et al., 2018). For instance, some authors aimed to identify sexual
offenders in social media texts without detecting grooming conversations
first (task 2b) (e.g., Parapar et al., 2014; Wani et al., 2021).

The individual tasks of grooming detection are usually realized by em‐
ploying text categorisation, which aims to group text documents into prede‐
fined categories (Dalal & Zaveri, 2011). The term “text documents” refers,
in this case, to conversations for task 1, all messages a user has written for
task 2x or single messages of a user for task 3, and the categories can be, for
example, predatory and non-predatory or victim and sexual predator. The
text documents are assigned to these categories based on their characteris‐
tics, known in this context as features.
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Features

Previous work has analysed and compared different types of features,
which will be described in the following.

Lexical features

Among the most commonly used features are lexical features, which are
sometimes also denoted as textual features and capture the content and,
respectively, the vocabulary of the conversation texts (Razi et al., 2021).
Lexical features were often extracted using the standard Bag of Words
(BoW) model (e.g., Anderson et al., 2019; Bours & Kulsrud, 2019; Zuo
et al., 2018). BoW models consider a document as a set of its constituent
terms, i.e. words, and represent it as a vector of so-called term frequencies
(TF) (Salton, 1968). The TF indicates how often a word occurs in the
document (Salton, 1968). Furthermore, some works applied the TF-IDF
heuristic (e.g., Borj & Bours, 2019; Ngejane et al., 2018; Pendar, 2007),
which combines the TF with the inverse document frequency (IDF), which
gives more weight to specific words and attempts to capture the importance
of a term (Jones, 1972).

Since a well-known problem of BoW is that it does not consider the rela‐
tionships between words and the word order, phrases were sometimes used

 

Figure 1: The procedure applied for the automatic detection of sexual online
grooming
Notes. No author has applied all steps of the presented procedure.
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as lexical features instead of individual words (e.g., Borj & Bours, 2019;
Pendar, 2007). Besides, some authors included character level n-grams
(e.g., Bogdanova et al., 2014; Popescu & Grozea, 2012; Ringenberg et al.,
2019), which are understood to be a sequence of consecutive characters
(Sapkota et al., 2015). These features have the advantage of being robust
against spelling errors and different morphological variants of a word
(Mladenović et al., 2021).

In order to address the problem that BoW ignores the semantic and
syntactic meaning of words (Shao et al., 2018), it was proposed to use
word embedding features. In those features, the words of a document are
represented as low-dimensional vectors in such a way that semantically
similar words have similar vector representations (Borj et al., 2020). Exam‐
ples of word embeddings that have been employed to detect grooming are
Word2Vec (e.g., Muñoz et al., 2020; Tomljanović et al., 2016) and GloVe
vectors (Borj et al., 2020; Ebrahimi et al., 2016).

Finally, some authors created a dictionary containing typical words for
grooming (e.g., Kontostathis et al., 2010; Wani et al., 2021). For this pur‐
pose, they analysed grooming conversations and identified terms that were
frequently used by sexual offenders or by their victims. As lexical features,
for example, the frequency of these dictionary words in the text documents
was chosen (Wani et al., 2021).

Behavioural and stylistic features

In addition, behavioural features that describe characteristics of sexual
offenders’ chats and a participant’s actions in conversations were used pri‐
marily for tasks 2a and 2b (see Figure 1) (Cardei & Rebedea, 2017). These
features include a participant’s response time (Morris & Hirst, 2012), the
usual time of day a participant chats, the number of individuals contacted
(Parapar et al., 2014) and the number of conversations started by a partici‐
pant (Dhouioui & Akaichi, 2016).

Since a person’s writing style also characterises their behaviour, the
boundaries between behavioural and stylistic features are blurred. Features
that are more stylistic in nature range from the proportion of slang words
used by a conversation participant (Cardei & Rebedea, 2017) to the number
of emoticons (Dhouioui & Akaichi, 2016) and imperative sentences (Bog‐
danova et al., 2014) to the average word length (Pandey et al., 2012) in a
user’s messages or conversation.
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Moreover, Cardei and Rebedea (2017) introduced features that reflect the
interaction between participants in a conversation and capture differences
in their behaviour and writing style. For instance, they compared the pro‐
portion of questions, negations and misspelt words in a user’s messages
with those of their interlocutors.

Syntactical features

Another important aspect of a person’s writing style is the usage of parts of
speech (POS), which can be described by syntactical features (Cano et al.,
2014). Here, either all detected POS within a message (Cano et al., 2014)
or the (relative or weighted) frequency of certain word types (Bogdanova
et al., 2014; Pandey et al., 2012) were used as features. In this context, Bog‐
danova et al. (2014) highlighted that personal pronouns, reflexive pronouns
and modal verbs of obligation, such as “have to”, “must”, and “shouldn’t”,
are particularly appropriate syntactical features for identifying predatory
conversations (task 1, Figure 1) (Bogdanova et al., 2014). The increased use
of these POS may indicate neuroticism (Argamon et al., 2009), which is
often more prevalent in sexual offenders (Carvalho & Nobre, 2019).

Sentiment features

Based on the assumption that sexual offenders are generally considered
emotionally unstable and suffer from mental health problems (Briggs et al.,
2011; Nijman et al., 2009), some authors tried to reveal the emotional
state of participants of a conversation using sentiment features (Bogdanova
et al., 2014; Cano et al., 2014; Cheong et al., 2015; Wani et al., 2021). These
features were determined using dictionaries with words associated with a
positive or negative sentiment or a particular emotion, such as sadness, joy
and anger. As features, for instance, the number of words belonging to a
particular emotion category were used (Bogdanova et al., 2014; Wani et al.,
2021).
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LIWC features

Finally, psycho-linguistic patterns were considered features (Cano et al.,
2014; Parapar et al., 2014) that can be identified with the LIWC tool
presented in the previous section. Features based on the LIWC tool aim
to capture a communicator’s matters and interests as well as their psycho‐
logical state and affective characteristics (Parapar et al., 2014). Examples of
categories so far are the categories of words related to money (e.g., “cash”,
“owe”), to family (e.g., “daughter”, “aunt”) and to sex (e.g., “horny”, “in‐
cest”) and various emotional categories, including words that express anxi‐
ety and sadness (Cano et al., 2014; Parapar et al., 2014). Further categories
refer to specific POS, such as pronouns, prepositions and auxiliary verbs
(Parapar et al., 2014). Thus, overlaps with the syntactical and sentiment
features exist.

Methods

These features are particularly needed for text classification by supervised
machine learning, which is the most used approach for detecting SOG.
In addition, rule-based classification systems and unsupervised machine
learning methods, namely clustering, have been applied so far. The follow‐
ing subsection describes these three approaches in detail, which are also
illustrated in Figure 2, where they were assigned to the tasks shown in
Figure 1, for which they were primarily used.

Supervised machine learning algorithms

Supervised machine learning models can learn by example to classify the
text documents into the categories mentioned at the beginning of this
section, such as predatory and non-predatory, based on discriminative fea‐
tures (Zhai & Massung, 2016). For this, the models must be trained on
large labelled datasets consisting of text documents and their corresponding
categories (Zhai & Massung, 2016). After the training phase, they are able
to make a prediction about the category of new, unlabelled text documents
(Zhai & Massung, 2016). In SOG detection, mainly traditional machine
learning algorithms, such as Support Vector Machines (e.g., Pandey et al.,
2012; Parapar et al., 2014; Tomljanović et al., 2016), k-Nearest Neighbour
(e.g., Pendar, 2007), Naïve Bayes (e.g., Bours & Kulsrud, 2019), Random
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Forest (e.g., Zuo et al., 2018) and Logistic Regression (e.g., Anderson et al.,
2019), have been used.

However, deep learning models based on deep stacked artificial neural
networks, which mimic processes of the human nervous system, are also
gaining popularity (Yasaka et al., 2018). Convolutional Neural Networks
(CNN) (e.g., Ebrahimi et al., 2016; Misra et al., 2019; Muñoz et al., 2020),
Recurrent Neural Networks (RNN) (Kim et al., 2020) and Long Short-
Term Memory (LSTM) (Ngejane et al., 2021) have been applied by now.
Deep learning models differ from traditional machine learning models in
that they can perform so-called automatic feature extraction. Based on
this, Preuß et al. (2021) proposed an approach to address tasks 1, 2a and
3 of grooming detection, shown in Figure 1. The basic idea was to use
a CNN to automatically extract the most important lexical features from
the conversation texts. As reported before, previous approaches have tend‐
ed to define lexical features based on a hand-crafted dictionary of terms
characteristic of the grooming process. However, one challenge is defining
which words are relevant for detecting predatory chats. This problem can
be approached by CNN, which can learn lexical features appropriate for
distinguishing predatory from non-predatory texts. These lexical features
are, in this case, a specified number of semantically similar terms (Jacovi

 

Methods used for the individual tasks of automatic sexual online
grooming detection

Figure 2:
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et al., 2018), which are denoted as n-grams (Preuß et al., 2021). A major
benefit of this approach is that, for example, regarding task 1, the CNN does
not only identify n-grams that frequently occur in predatory conversations
(Preuß et al., 2021). Instead, it also learns n-grams that are often used in
everyday chats but rarely in the conversations between sexual offenders
and their victims and are consequently suitable for distinguishing between
suspicious and non-suspicious conversations. These automatically extracted
features were used as input for training a further neural network, a mul‐
tilayer perceptron, which serves as the actual classifier. Furthermore, for
all tasks, except identifying the suspicious messages (task 3), behavioural
and sentiment features were taken into account in addition to the lexical
features.

Rule-based manual approaches for classification

The main drawback of supervised machine learning algorithms, especially
deep learning methods, is that an immense amount of labelled data is
required (Tyagi & Rekha, 2019). However, publicly available annotated
datasets for detecting SOG, especially at the message level (task 3), are
limited, and the manual labelling of datasets is time-consuming (Mladen‐
ović et al., 2021). An alternative to supervised machine learning algorithms
for text classification, which does not require labelled datasets, is to manu‐
ally create rules that contain conditions under which a text document is
assigned to a specific category (Zhai & Massung, 2016). These rules are
based on dictionaries consisting of terms and phrases commonly used by
sexual offenders in SOG conversations (Gunawan et al., 2016; McGhee
et al., 2011; Vartapetiance & Gillam, 2012). For instance, Vartapetiance and
Gilliam (2012) defined the following four categories of keywords for the
identification of sexual offenders (task 2b):

– phrases used to ask for the minor’s address (e.g., “the address”),
– phrases to refer to the child’s parents (e.g., “your mom”),
– phrases to emphasise the age difference between the sexual offender and

the child (e.g., “you are young”) and
– phrases to express the desire for a sexual approach (e.g., “go down on

you”).

Accordingly, a user was classified as a sexual offender if he utilised the
phrases of these categories in a predefined occurrence.
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Unsupervised machine learning algorithms (clustering)

Finally, besides the supervised machine learning algorithms mentioned
above, few works have used clustering (Kodžoman et al., 2016; Toriumi
et al., 2015) as a typical unsupervised machine learning method that does
not require labelled data (Alloghani et al., 2020). The task of clustering is to
detect groups of similar objects in a dataset (Alloghani et al., 2020).

For instance, Kodžoman et al. (2016) clustered all messages written by
a user who had previously been classified as a sexual offender to identify
those lines that were particularly indicative of his bad behaviour (task 3).
Therefore, they applied the k-means clustering algorithm, described by
Hartigan and Wong (1979), to detect two clusters of similar messages
(Kodžoman et al., 2016). Subsequently, they determined which clusters
contained the suspicious messages and which were the irrelevant ones.

Moreover, Toriumi et al. (2015) addressed task 2b, the identification of
sexual offenders, by clustering. For this purpose, they used the Gaussian
Mixture Model, introduced by Bishop (2006), to cluster users of private
chat systems based on their communication behaviour (Toriumi et al.,
2015). Private chat systems give users who have first met in multiparticipant
chat systems the opportunity to exchange messages secretly in one-to-one
chats and are, therefore, particularly attractive for sexual offenders to lure
potential victims (Toriumi et al., 2015). The authors identified clusters of
users that could be either sexual offenders or grooming victims, both char‐
acterised by highly active communication behaviour (Toriumi et al., 2015).
They assumed that sexual offenders are users who start one-to-one chats
with many other users, whereas those users who are contacted by many
other users and receive many messages have a higher risk of becoming
grooming victims (Toriumi et al., 2015).

Results and discussion

The final subsection compares different approaches to detecting SOG and
discusses their results. Therefore, it is first necessary to understand how the
performance of a method can be assessed.
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Evaluation of approaches for the automatic detection of sexual online
grooming

Those researchers who applied clustering methods tended to assess and
interpret the results subjectively (e.g., Toriumi et al., 2015). In contrast,
the performance of classification systems, i.e. supervised machine learning
methods and rule-based systems, was measured quantitatively by calcu‐
lating evaluation metrics, including precision, recall and Fβ -score on a
labelled test set (e.g., Cardei & Rebedea, 2017; Gunawan et al., 2016). For
this purpose, the classification models’ predictions about the documents’
categories in the test set are compared with their correct labels. “Precision”
describes the probability that a text document that is classified as the
category of interest, in this case mostly predatory, is actually predatory.
In contrast, “recall” indicates how many documents in the class predatory
were detected by the classification algorithm. The Fβ -score combines preci‐
sion and recall using the weighted harmonic mean, where the parameterβ  controls whether precision or recall is deemed more important for the
given task. As a standard, this parameter is set to one so that recall and
precision are equally weighted. However, especially in the case of sexual
offender identification (task 2a and task 2b), several researchers have used
the F0,5 -score, which emphasises precision (Cardei & Rebedea, 2017; Fauzi
& Bours, 2020; Wani et al., 2021). Inches and Crestani (2012) justified this
with the fact that it is more important that law enforcement agencies are
presented with the right suspects than with all possible ones in order to
reduce their required time to identify sexual offenders. Regarding task 3, theF3 -score was often preferred (e.g., Kodžoman et al., 2016; Preuß et al., 2021;
Tomljanović et al., 2016), which gives higher weight to recall (Borj et al.,
2020). Accordingly, the focus was on recognising as many relevant lines
as possible to gather the maximum amount of evidence against a suspect
(Inches & Crestani, 2012).

Overview of the performance of the previous approaches

The fact that the authors used different metrics and different data sets to
evaluate the performance of their methods makes it difficult to assess and
compare the individual approaches. Nevertheless, it can be concluded from
the results that task 1 and task 2a or task 2b of automatic SOG detection
can be performed automatically with high reliability. A performance of up
to 99% in the F0.5 -score can be achieved in detecting SOG conversations
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(task 1) (Fauzi & Bours, 2020). Current approaches can also obtain high
results in the subsequent identification of the sexual offenders in these
conversations (task 2a), with F0.5 -scores of up to 93% (Fauzi & Bours,
2020). Furthermore, an F0.5 -score of 96% was achieved in identifying sexual
offenders from all users (task 2b) (Wani et al., 2021). The performance
for task 3, identifying the most distinctive lines for grooming behaviour,
is lower with F3 -scores of up to 67% (Preuß et al., 2021). The approaches
from which the performance measure was reported all used the PAN-2012
dataset for training and evaluation of their models (Inches & Crestani,
2012), which is described in the penultimate section.

Regarding the optional pre-filtering (task 0), it should be noted that the
results for the distinction between underaged and adults, which is required
for both subtasks (task 0a and task 0b), depend strongly on the chosen age
limit at which a person was considered as adult. The authors set this age
limit differently (Peersman et al., 2011; Siva et al., 2021; van de Loo et al.,
2016). Nevertheless, the F1 -score of 84% obtained by Siva et al. (2021) in
classifying users as under or over 18 on a dataset of conversations from
different adult and children chat systems indicates that these approaches
have the potential to pre-select conversations for subsequent grooming
classification. Regarding performance in the automatic detection of gender,
van de Loo et al. (2016) obtained an F1 -score of 75% on a dataset consisting
of chat posts from the Belgian social network Netlog when female was the
category of interest and an F1 -score of 58% with male as the category of
interest.

Comparison of the used features

Concerning the different types of features used, several studies have found
that simple lexical features are suitable to differentiate between the sexual
offender and his victim in a predatory conversation (task 2a) (e.g., Bours &
Kulsrud, 2019; Fauzi & Bours, 2020; Pendar, 2007). Pendar (2007) conclud‐
ed that sexual offenders have a characteristic vocabulary that distinguishes
them from their interlocutors. In contrast, lexical features were considered
insufficient by Pandey et al. (2012) and by Bogdanova et al. (2014) to
recognise SOG conversations from legal chats on sexual topics between
adults. Bogdanova et al. (2014) suggested that, in the more complicated
cases of discriminating “cyber pedophiles’s” conversations from cybersex
chat logs, a combination of different features, such as sentiment features,
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psycho-linguistic features and syntactical features, should be used instead.
Several studies have found that improvements over a single feature set can
be achieved by combining different feature types. For example, addressing
task 2b, Wani et al. (2021) combined sentiment features and lexical features
and Parapar et al. (2014) lexical features, behavioural features and psycho-
linguistic features. In particular, the analysis of behavioural features, for
example, using the statistical distribution of features in the sexual offenders’
and victims’ chats (Morris & Hirst, 2012), also offers the opportunity to
gain insights into the characteristics and behavioural patterns of sexual of‐
fenders. For example, studies considering behavioural features revealed that
sexual offenders tend to dominate a conversation and are characterised by
high user activity, starting conversations frequently, sending many messages
(Morris & Hirst, 2012) and responding after a short time (Parapar et al.,
2014).

Comparison of the methods

Considering the results of the different methods investigated, it can be said
that, in accordance with the so-called No Free Lunch Theorem (Wolpert &
Macready, 1997), no single algorithm consistently produces the best result.
However, different algorithms have to be considered appropriate, depend‐
ing on the data set, the selected features and the task. Both traditional
machine learning algorithms, such as the Support Vector Machine (e.g.,
Borj et al., 2020) and Random Forest (e.g., Cardei & Rebedea, 2017), and
deep learning methods (Kim et al., 2020) yielded promising results.

To our knowledge, rule-based systems cannot outperform machine
learning approaches when evaluated on the same dataset (PAN-2012
dataset). Their performance was less than 55% in terms of F0.5 -score in
identifying sexual offenders (task 2b) (e.g., Vartapetiance & Gillam, 2012;
Vilariño et al., 2012) and 42% or less in terms of F3 -score in marking the
most relevant lines for the grooming process (task 3) (e.g., Kontostathis
et al., 2012). One of the major limitations of rule-based systems pointed out
by Kontostathis et al. (2012) is that they fail to detect subtle, less explicit
sexual innuendoes. In addition, rule-based systems require that categories
are clearly defined (Zhai & Massung, 2016). However, this is not always the
case in SOG detection because SOG conversations may contain words also
found in conversations of sexual nature between adults and common chats
about arranging meetings (Kontostathis et al., 2012).
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Moreover, rule-based systems are inflexible and rigid, so even if they
have shown promising results for a particular data set, new data may re‐
quire adaptation of the rules or the creation of new rules (Zhai & Massung,
2016). For example, Hidalgo and Díaz (2012) attempted to apply an existing
rule-based system for detecting suspicious messages in Spanish (task 3) to
classify English messages mainly through automatic translation, resulting in
an F3 -score of 0%. This result was attributed, among other things, to the
lack of rules taking into account typical phrases for English grooming con‐
versations and to the fact that the system was designed for grooming cases
where the sexual offender took months to lure his victim slowly. In contrast,
in the English dataset, sexual intentions often became apparent after a short
time (Hidalgo & Díaz, 2012). This example thus underlines that rule-based
systems are not easily transferable to slightly different application scenarios.

Regarding clustering, it is impossible to draw a meaningful comparison
between this method and the other two approaches for SOG detection (see
Figure 2) since only very few approaches were based on it (Kodžoman
et al., 2016; Toriumi et al., 2015). The main disadvantage of clustering is that
the researcher must interpret which of the created clusters, containing, e.g.,
messages, are considered suspicious (Meyers, 2000). In contrast, in the case
of classification, they are provided with direct information about whether
a message belongs to the relevant or irrelevant category. Apart from an
additional error-proneness due to the subjective interpretation, clustering is
unsuitable for a fully automated pipeline for grooming detection.

Early detection of sexual online grooming

The approaches presented so far have investigated the problem of automat‐
ic grooming detection from a forensic perspective and have focused on
classifying complete conversation sequences as grooming or non-grooming
(Milon-Flores & Cordeiro, 2022). Consequently, they are only suitable for
detecting grooming attacks that have already been performed (Milon-Flo‐
res & Cordeiro, 2022). However, from the point of child protection, it is
of higher importance to develop methods that address the detection of
SOG in a preventive way (Milon-Flores & Cordeiro, 2022). It is, therefore,
necessary to detect SOG attempts as early as possible in order to trigger an
alert while the communication between the sexual offender and his victim
is still ongoing and especially before an actual physical encounter has been
arranged (Milon-Flores & Cordeiro, 2022).
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Few methods have been developed for this scenario, known as early text
classification (e.g., Escalante et al., 2016, 2017; López-Monroy et al., 2018;
Milon-Flores & Cordeiro, 2022). Several authors focused on finding a more
appropriate document representation than standard approaches such as
BoW to model the short partial conversations that contain only minimal
information (Escalante et al., 2017; López-Monroy et al., 2018; Milon-Flores
& Cordeiro, 2022). Furthermore, in previous work, Escalante et al. (2016)
addressed the problem of early text classification by adapting Naïve Bayes,
a traditional supervised machine learning algorithm, for this scenario.
Besides, Milon-Flores and Cordeiro (2022) identified several sentiment,
behavioural and stylistic features, including the start time of a conversation
and the proportion of correctly spelt words, which they considered particu‐
larly suitable for the early detection of SOG. López-Monroy et al. (2018)
demonstrated that it is already possible to reliably identify a conversation
with an F1 -score of 94% as SOG when only 50% of the course of the
conversation is known.

Solutions in practice

Solutions in practice to the problem of SOG include both automated tools
designed to increase the safety of children while chatting online and ap‐
proaches to support the work of law enforcement agencies.

Tools for the protection against sexual online grooming

First, software tools and frameworks to protect children from sexual offend‐
ers are presented. While the focus has tended to be on the development
of general parental control software, such as Bark (Bark, 2022), FamiSafe
(Wondershare, 2022) and Qustodio (Qustodio LLC, 2022), which allow
parents to monitor their child’s communication on social media platforms,
emails or list of contacts (Winters & Jeglic, 2022), there are only few soft‐
ware tools that focus specifically on the protection against SOG. Moreover,
these are mostly limited to the English language.

One such system is SafeChat, developed by MacFarlane and Holmes
(2016), an automatic monitoring and security system that can be integrated
into any instant messaging and communication service. The system checks
every message the child intends to send to another user if it contains
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personal information, such as their address or phone number, and blocks it.
In addition, messages in which the child arranges to meet with another user
are blocked. The detection of appointments is based on a comprehensive
ontology, which is generally defined as a model for representing knowledge
in a domain (Gruber, 1995). In this case, it captures the vocabulary com‐
monly used for meeting arrangements in a conversation and describes the
relationships between the terms in that vocabulary (MacFarlane & Holmes,
2016). In addition to blocking the messages, a notification is sent to the
parents and a warning message to the child (MacFarlane & Holmes, 2016).
The authors’ studies demonstrated that their system is already successful
in preventing the transmission of personal data (MacFarlane & Holmes,
2016) while they continue to work on improving the reliability of meeting
arrangement detection (MacFarlane & Holmes, 2016).

Another framework for early detection of grooming, the Grooming At‐
tack Recognition System (GARS), was developed by Michalopoulos et al.
(2014). This system continuously monitors a child’s internet communica‐
tion and calculates a score that describes the current risk of grooming to
which the child is exposed. After each new message, this score is updated.
As soon as the computed risk value exceeds a threshold that is determined
based on the age and gender of the child (InfoSec, 2022), a warning mes‐
sage is sent to the parents, and the child is notified of the current danger
via a coloured signal (Michalopoulos et al., 2014). For the determination
of the risk score, the results of different methods are combined, including
classification by supervised machine learning, as described in the previous
section, and the automatic identification of the child’s personality type and
interlocutor (Michalopoulos et al., 2014). In addition, the development of
the risk score in the course of the conversation with the respective inter‐
locutor is also taken into account, as well as the amount of time the child’s
user profile was visible online (Michalopoulos et al., 2014). The authors’
experimental studies indicated that one issue with the system is the high
number of false negatives, which means that actual grooming attacks do not
raise an alarm, yet the results are also highly dependent on the appropriate
threshold of alarm activation (Michalopoulos et al., 2014).

Furthermore, Penna et al. (2010, 2013) aimed to protect adolescents
from the increasing risk of SOG in Massive Multiplayer Online Games
(MMOG), which are usually understood as internet games in which hun‐
dreds or thousands of participants play against each other or together
against the game (Barnett & Coulson, 2010; Yahyavi & Kemme, 2013).
For this purpose, they developed a prototype system installed on a child’s
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computer that automatically detects when the child arranges an actual
physical meeting in the online game chat (Penna et al., 2013). In order to
do so, the tool records all conversations during the online game (Penna
et al., 2013). Subsequently, each stored message is checked for indicators
of an appointment, where indicators comprise words and phrases such
as “meet you at” as well as regular expressions. With the help of regular
expressions, stereotypical sequences, such as addresses, can be described.
Based on the presence of these indicators, it is determined whether a
message is suspicious while additionally taking into account whether it
contains indicators that argue against SOG, for example, words and phrases
that are typical for the game or general English (Penna et al., 2013). In the
case of a suspicious message, the child’s parents are notified by email, for
example (Penna et al., 2013). The authors’ experiments, which consisted
of inserting simulated conversations about arranging a meeting into the
MMOG “World of WarCraft” game chats, yielded that in 88% of these
scenarios, the corresponding messages triggered an alarm (Penna et al.,
2013).

Finally, AiBA, a tool for the continuous monitoring of chats and the
real-time detection of SOG, has been developed based on research by the
Norwegian University of Science and Technology (AiBA AS, 2022). AiBA
targets both social networking platforms, where the tool is designed to
support moderators in detecting sexual offenders in their chat rooms, and
private persons, where AiBA is installed on their devices and then monitors
their chats (NTNU, 2022). On the one hand, the system automatically
detects fake profiles (AiBA AS, 2022), as described above. For this purpose,
the age and gender of a user are predicted based on their writing style and
typing rhythm (Raffel et al., 2020). As a result, AiBA can reveal when an
adult pretends to be a child or their predicted gender does not match the
stated gender in their profile (Raffel et al., 2020).

On the other hand, AiBA also applies classification methods for early
detection (AiBA AS, 2022). Therefore, the tool determines a risk score
for each message and informs the user on a dashboard that a current
conversation is likely to be SOG as soon as the aggregated risk value of
the previous messages of the conversation exceeds a threshold value (AiBA
AS, 2022). A unique feature is that AiBA considers not only text messages
to determine the risk value but also voice messages and images (AiBA AS,
2022). On average, only 20 messages of the conversation are sufficient for
the identification of SOG (AiBA AS, 2022).
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Support of law enforcement agencies

Furthermore, efforts have been made to support law enforcement agencies
in undercover online policing, which may be required to identify and ap‐
prehend sexual offenders (MacLeod & Grant, 2017). One possible scenario
is that police officers have to assume a child’s or adolescent’s identity after
it has been revealed that this person has been the victim of SOG (Grant &
MacLeod, 2016). The police officers then impersonate the child to maintain
an online conversation with the sexual offender, gather further evidence
against him and arrest him (Grant & MacLeod, 2016). Beyond that, it may
also be necessary to take over the identity of an arrested sexual offender to
investigate his contact network and arrest other sexual offenders (Grant &
MacLeod, 2016).

In this context, the UK-based project “Assuming Identities Online” was
established under the leadership of Aston University (MacLeod & Grant,
2016). The focus of this project is on describing the linguistic persona of
an individual in such a way that it can be assumed by an Undercover
Officer (UCO) (MacLeod & Wright, 2020). In order to reduce the prepara‐
tion time usually needed before adopting an online identity, the software
tool “IDentik” was developed as part of this project (MacLeod & Grant,
2017; MacLeod & Wright, 2020). This tool automatically creates a linguistic
summary about an individual based on their conversation record, which
includes, for example, information about their habits regarding capitalisa‐
tion, punctuation, variant spellings of words and patterns of turn-taking
(MacLeod & Grant, 2017; MacLeod & Wright, 2020). In addition, the tool
provides a “translation” of the UCO’s language into the chosen individual’s
language (MacLeod & Wright, 2020). However, MacLeod and Grant (2017)
recommended not relying entirely on the software’s results, as the UCO
must also be able to recognise important aspects of the individual’s lan‐
guage use from their chat logs on their own. Therefore, another important
component of the project was to enhance the UK’s national “Pilgrim”
training program for UCO, as described in (HMIC, 2014), with linguistic
elements (MacLeod & Grant, 2017).

Chatbots

Another approach that can be used to convict sexual offenders is that police
officers or volunteers pose as adolescents in chat rooms from the beginning
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and serve as decoys for the sexual offenders (Callejas-Rodríguez et al.,
2016). One of the best-known organisations that followed this approach
is the American Perverted Justice Foundation, which will be described in
more detail in the next section (Perverted Justice Foundation, 2022).

However, one problem with this approach, as highlighted by Callejas-
Rodríguez et al. (2016), is that police officers and volunteers will never
be sufficient to discover all sexual offenders. In addition, pretending to
be a pseudo-victim over a more extended time can be emotionally stress‐
ful (Callejas-Rodríguez et al., 2016). Therefore, chatbots – i.e., machine
dialogue systems that can communicate with humans in natural language
(Callejas-Rodríguez et al., 2016) – were proposed to assist law enforcement
agencies (Callejas-Rodríguez et al., 2016; Laorden et al., 2012; Sunde &
Sunde, 2021). In countering SOG, chatbots, police officers and volunteers
pose as children or adolescents in social networks and chat rooms (e.g.,
Callejas-Rodríguez et al., 2016; Laorden et al., 2012). For instance, Calle‐
jas-Rodríguez et al. (2016) developed a chatbot that mimics the language
of adolescents in Mexican Spanish. This chatbot works based on conver‐
sational rules that specify which words and phrases in the interlocutor’s
messages trigger which response from the chatbot. The experimental results
by the authors revealed that the chatbot could generate messages similar in
the diversity of vocabulary and syntax to those a human adolescent would
formulate. The main limitation of their system, however, is the lack of a
mechanism to automatically detect whether the chatbot is currently talking
to a sexual offender.

This issue is approached by the chatbot developed by Laorden et al.
(2012) called Negobot, also known as Lolita (BBC, 2013). Negobot pretends
to be an adolescent, more precisely a 14-year-old girl (BBC, 2013) and
automatically assesses whether the current conversation partner has sexual
intentions (Laorden et al., 2012). As soon as the bot has concluded that the
user it is talking to is a potential sexual offender, it alerts the responsible
authorities and sends them the entire recorded conversation with the corre‐
sponding person (Laorden et al., 2012). The particularity of the system can
be seen in the fact that it applies methods of game theory by regarding
the conversation as a competitive game (Laorden et al., 2012). Similar to a
game player, the chatbot attempts to find the best (conversation) strategy
depending on the behaviour of its opponent, i.e. its communication part‐
ner, to achieve its goal of gathering enough information to identify them
as a sexual offender without arousing suspicion (Laorden et al., 2012). In
contrast to the previously presented system, Negobot is language-indepen‐
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dent (Laorden et al., 2012). So far, the chatbot has been tested on Google’s
chat service (Kent, 2013), where it was found that Negobot already has ex‐
tensive conversational capabilities but that improvements are still needed,
for example, concerning the recognition of irony (Kent, 2013) and topic
changes (Laorden et al., 2012).

However, the legal framework conditions of the respective country must
be considered when using such chatbots.

Datasets

As mentioned above, sufficiently large data sets are required for training
models to detect SOG automatically. Almost all previous work was based on
two data sets in English: chats from the Perverted Justice website (Pervert‐
ed Justice Foundation, 2022) and the PAN-2012 dataset (Inches & Crestani,
2012), which is, however, based on the Perverted Justice data.

Perverted Justice data

The Perverted Justice Foundation Inc., usually referred to as Perverted
Justice or abbreviated as PeeJ, is an American non-profit organisation that,
from its inception in 2003 until early 2019, trained volunteers to pose as
minors in chat rooms in order to serve as decoys for sexual offenders (Faraz
et al., 2022; Perverted Justice Foundation, 2022). Close cooperation with
law enforcement agencies was intended to enable the arrest and conviction
of sexual offenders (Perverted Justice Foundation, 2022). For this purpose,
the organisation provided law enforcement agencies with recorded conver‐
sations as evidence. In addition, meetings between the sexual offender
and the pseudo-victim offered an opportunity for arrest (Perverted Justice
Foundation, 2022). In the case of a conviction of the sexual offender, the
conversation between him and the pseudo-victim was published on the
website of Perverted Justice (Perverted Justice Foundation, 2022). A total of
622 chat logs of convicted sexual offenders are publicly available (Perverted
Justice Foundation, 2022).

Although many researchers have used the Perverted Justice data (e.g.,
Bogdanova et al., 2014; Gunawan et al., 2016; Pandey et al., 2012; Pendar,
2007), its suitability as a data basis for the creation of systems for automatic
grooming detection is controversial. On the one hand, a major criticism is
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that the conversations were not conducted with actual victims (e.g., Cheong
et al., 2015; Kontostathis et al., 2010). This can be particularly problematic
for distinguishing between a victim and a sexual offender (see Figure 1,
task 2a) because, as pointed out by Ashcroft et al. (2015), the writing style of
actual minor victims and pseudo-victims posing as children can differ. On
the other hand, it is at least ensured that the conversations are SOG with an
actual sexual offender involved, as the chats were only published after the
conviction (Kontostathis et al., 2010). Moreover, it is difficult to gain access
to chats with real victims, as law enforcement agencies are often unwilling
to hand them over or, depending on the legal framework of the respective
country, are not allowed to do so (Inches & Crestani, 2012).

If the data was used to train a model for the distinction between groom‐
ing and non-grooming conversations (see Figure 1, task 1), the Perverted Jus‐
tice chats were taken as examples of suspicious conversations. In contrast,
either chats about common topics (Kontostathis et al., 2010) or legal chats
about sex, for example, cybersex conversations between adults (Bogdanova
et al., 2014) or posts on pornographic sites (e.g., Gunawan et al., 2016), were
used as non-grooming conversations.

PAN-2012 dataset

The second major data source is the dataset provided by the organisers of
the International Predator Identification competition as part of PAN-2012
(Inches & Crestani, 2012), a series of scientific events and contests, among
other things, in digital forensic text analysis (Webis Group, 2022). This
dataset consists of Perverted Justice data as predatory chat texts and two
types of non-predatory chats: Internet Relay Chat (IRC) logs and Omegle
chat logs (Inches & Crestani, 2012). The chat logs of IRC, which allow
users to communicate in so-called channels about specific topics via short
text messages (Ziegler, 2004), are not sexual and comprise general discus‐
sions (Inches & Crestani, 2012). In contrast, conversations on the website
Omegle, which randomly connects two adult users in a one-to-one chat, are
predominantly about sexual matters and, accordingly, more challenging to
distinguish from SOG (Inches & Crestani, 2012; Ngejane et al., 2018). The
PAN-2012 dataset contains significantly more non-grooming than grooming
conversations, accounting for less than 4% (Inches & Crestani, 2012), in
order to be as close to reality as possible.
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Conclusion

Sexual online grooming has become an increasing problem and poses a
particular risk to children and adolescents. To counter this issue, technical
approaches can offer valuable support in obtaining insights into the process
of SOG, assist criminal prosecution and increase protection against SOG.

Research in this area has mainly focused on assisting law enforcement
agencies in reducing the time required to analyse the vast number of chat
logs from social media. Therefore, methods have been developed that auto‐
matically identify SOG conversations, suspicious users, i.e. potential sexual
offenders, or the most relevant messages for the grooming process. For
these purposes, mainly supervised machine learning algorithms have been
used, which have already achieved high performance in experimental stud‐
ies, especially in detecting grooming conversations and identifying sexual
offenders. The selection of suitable features has a considerable influence on
the results, whereby combinations of different types of features, including
lexical features, behavioural features and psycho-linguistic features, have
proven particularly promising.

In addition, the safety of children while chatting can be improved by
systems that monitor a child’s chats and alert the parents as soon as
possible if SOG is suspected. However, compared to a high number of
general parental control systems, few tools have been developed so far
that focus specifically on protection against grooming. Unfortunately, these
predominantly provide support only for the English language. They either
also use supervised machine learning techniques or are based on checking
whether phrases indicating SOG can be found in the chat messages.

Another field where technical approaches can assist in countering SOG
is undercover policing. Here, tools can automatically provide a police offi‐
cer with information about the language use of a person whose identity
they need to assume. Moreover, chatbots have been developed that mim‐
ic the language of children and adolescents to serve as bait for sexual
offenders. However, further improvements to the chatbots’ communication
capabilities and clarification of the legal conditions for use in the respective
country are required before actual practical use.

The main challenge at present is the limitation of appropriate data sets
that are needed both for developing systems to detect grooming and, for
example, for studies on the stages of the grooming process. Almost all exist‐
ing studies were based on conversations in English provided by the organi‐
sation Perverted Justice, where the sexual offender communicated with a
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volunteer posing as a child. A possible approach to generate additional data
sets in other languages could be to consider the recorded conversations of
the presented chatbots. However, conversations with actual victims would
be of higher interest but are hardly available, mainly for legal reasons.

Furthermore, almost all approaches to detecting SOG for law enforce‐
ment and prevention purposes only consider text messages. An interesting
approach for future research, which has so far only been used by one
tool for detecting SOG, is the inclusion of voice messages and images,
which are often necessary to understand the context of a text message in a
conversation. In addition, as sexual offenders sometimes request revealing
or nude photos in their conversations with the victim, a combination with
existing procedures for automatically detecting child pornography could
prove helpful.
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