
Research Evaluation: What, Why, Who?

Research evaluation in perspective

Research evaluation is still not a research field per se but rather an incor
porated element in the creation of a new, contemporary, and competitive 
public value, which is often part of other evaluative procedures. Research 
evaluation seems to be rather a governance than a reflection instrument. 
However, research evaluation attracted a diversified interest of researchers 
around the globe in recent years. The total number of papers included in 
Web of Science Core Collection (WoSCC) mentioning research evaluation 
as a topic grew substantially faster than the database itself (118 % growth for 
research evaluation papers compared to 30 % growth for all papers in Wo
SCC for the period 2011–2021).

Source: Web of Science Core Collection (accessed February 12, 2022).

Growth of interest in publications on “research evaluation” (1985–2021)

The geography of authors publishing on research evaluation expanded with 
41 new countries in the last 10 years. Among them are Poland and Bulgaria. 
In both countries the interest in research evaluation correlated with import
ant policy debates, which lead to the new governance of research and 
innovation systems in the countries.
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Source: Web of Science Core Collection (accessed February 12, 2022).

Frequency of publications with topic “research evaluation” by country 
(all time)

The Constitution for Science law in Poland adopted in 2018 significantly 
changed the evaluation criteria for research performance. As Michal 
Grabowski, head of department of invertebrate zoology and hydrobiology 
of the University of Lodz, put it in a recent interview, the law changed the 
value of an academic unit from “as good as its best scientist” to “as good as 
its worst scientist” (Zubascu, 2018). Papers by Polish authors constitute 5 % 
of all papers on the topic published in 2021 in Web of Science. The research 
policy shifts have different roots – from the pragmatic need to develop a re
search system which could deliver technology transfer services to local and 
international companies to the wish to have an instrument for a generation
al change especially in social sciences.

Fahrenkrog et al. (2002) defines evaluation as a “systematic and ob
jective process designed to assess the relevance and effectiveness of 
policies, programmes and projects”. Research evaluation emerged as a 
policy response to the need to justify budget spending for fundamental 
and applied research at universities and institutes. Initially resembling more 
a cost-benefit analysis, later it also became a policy design support tool, 

Figure 1.2:
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systematically gathering information on research performance on national, 
regional, institutional, or individual level.

History

Elements of research evaluation could be seen already at the beginning 
of the 20th century. As early as 1917, Frances J. Cole and Nelly B. Eels 
applied a quantitative analysis to comparative anatomy literature from 1543 
to 1860. Their work was both descriptive and evaluative in nature. They 
used a curve to present the rate of document growth over the span of three 
centuries. They also indicated which aspects of the subject matter attracted 
researchers’ interest in a given period of time (De Bellis, 2009).

The Vannevar Bush’s 1945 report to the President of the United States 
contained a statement that quality control must be left to the internal 
mechanisms of the research elite using the peer review system. This model 
was then applied by the US National Science Foundation in 1947, and it was 
followed by other Western countries.

The first theme registers for scientific publications were created in the 
50s and 60s. Soon after, the citation index developed by Eugene Garfield’s 
Institute for Scientific Information was recognised as a way of objectifying 
research standards. Scientometrics has proven that it is possible to measure 
specific parameters regardless of some imperfections.

Marjanovic et al. (2009) indicates that one of the earliest studies in the 
field of evaluation, “The Sources of Invention” (Jewkes et al., 1958), has 
assessed 61 innovations in different scientific disciplines. This initiative was 
adopted by the US Department of Defence in 1967. It aimed to provide 
a justification for the size of the investments made in defence research 
(Sherwin & Isenson, 1967). Other studies examined back then the return 
on investment in research. Griliches (1958), for example, has evaluated the 
social norm for return on investment in hybrid corn-related studies.

Gibbons and Johnston (1974) have studied the role of scientific research 
in technological innovations and its contribution to industrial research and 
development. The authors have assessed 30 industrial innovations in Great 
Britain which include significant technological changes.

In 1968, The National Science Foundation conducted the TRACES study 
(Illinois Institute of Technology Research) and subsequently expanded this 
study via the Battelle project (Battelle Laboratories, 1973). It studied how 
‘non-mission oriented’ research had contributed to the practical innova
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tions. Battelle is best known for its nuclear research and involvement in 
the Manhattan project, but throughout the years it established itself as a 
premier centre for sustainable energy research and innovations.

The top two prolific contemporary authors on research evaluation are 
Giovanni Abramo and Ciriaco Andrea D’Angelo from the Laboratory for 
Studies of Research and Technology Transfer (LSRTT), Institute for System 
Analysis and Computer Science (IASI-CNR), National Research Council of 
Italy. They have, respectively, 61 and 58 papers (all of which co-authored 
with Abramo) on the topic in Web of Science Core Collection. The LSRTT 
school applies economics logic to production of research output, looks for 
alternatives of established indicators for scientific productivity, and studies 
the impact of national policies on publication behaviour, i.e. on self-citation 
behaviour (Abramo et al., 2021).

In research evaluation we find the so-called Hawthorne-like effect 
(Landsberger, 1958). It directly influences the behaviour of researchers. For 
instance, if you know you will be evaluated only on the basis of papers 
published in top journals, you might not publish elsewhere at all (and 
this could lead to higher turnover of non-tenured professors), and if you 
receive a bonus based on the number of papers, you may be prolific. If a 
lesser quality product requiring less efforts (i.e. a monograph of 101 pages 
published by whatever publishing house) would give you scores more than 
three times higher than a peer-review article in a Q1 journal, why you 
should rationally choose to work harder and taking the risk of several rejec
tions? This is exactly the case of the current rules for academic promotion 
in Bulgaria.

Despite the differences in research evaluation metrics across Europe, 
there is a certain level of homogeneity of research evaluation systems. 
Research assessment systems are usually path-dependent – affected by his
torical, institutional, and political factors. Some countries with intensive 
research and scientific excellence (such as Netherlands, Austria, Switzer
land, or Germany) apply less bibliometrics and more adaptive approaches, 
while others try to improve their ranking position by applying metrics and 
showing priority towards publications in English (Ochsner et al., 2018). 
Typically, research evaluation in post-communist countries is predomin
antly focused on the quantity rather than quality of publications (Jurajda 
et al., 2017), which is the case with Poland and Bulgaria as well.

The number of studies on the effects of specific research evaluation 
measures worldwide has increased significantly in the 1990s (Thomas et al., 
2020). The relationships between science, technology, and markets are cru
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cial for the market economy. Investments in scientific research are usually 
associated with high uncertainty – whether the research will lead to an 
invention of new technology, if the technology could be commercialised, 
and when these events will occur in time. In order to manage these risks, 
contemporary mechanisms for evaluating the effectiveness of scientific re
search have been developed.

Two important trends were observed in the last decade of the 20th cen
tury. The first was a shift in the understanding and assessment of research 
funding: grants perceived as part of the state’s responsibility became invest
ments with an expectation of economic efficiency. The second was a rise 
in the neoliberal approach to the value of knowledge, resulting in pressures 
to optimise and increase the efficiency2 and intensity of scientific research. 
If knowledge is a commodity, then it should be produced by systems, sub
ject to standardisation similar to other commodities (food, pharmaceutical 
products, cars, etc). Consequently, the mechanisms for evaluating scientific 
research were calibrated and became a key source of information in the 
decision-making process with regards to supporting research in the public 
sphere; public financing is provided on a competitive basis with results 
being measured on the basis of the generated added economic or social 
value (Leydesdorff, 2005). In the 1990s, the topic about measuring the 
impact of a given study attracted the attention of researchers (for example, 
Mansfield, 1991; Herbertz and Muller-Hill, 1995; Buxton and Hanney, 1996; 
Martin and Salter, 1996; Dawson et al., 1998; Hanney et al., 2003а, 2003b; 
Wooding et al., 2004b) and institutions which financed research.

Some changes were applied in the work process with regards to the 
approach to research evaluation and proof, leading to the creation of the 
San Francisco Declaration on Research Assessment (DORA), signed in 
2013 and supported by 2,552 organisations and 19,126 people (last update: 
beginning of May 2022). The document offers recommendations targeted at 
financing organisations, research institutions, publishers, structures, which 
provide statistics, and researchers. The purpose of these recommendations 
is to correct the unforeseen effects triggered by the evaluation mechanisms 
established in the 1990s. In order to make the quality of research output 
measurable, these mechanisms have been adjusted to transform it into 

2 The efficiency shows to what extent the goals set in a given programme have been 
achieved or whether they are on track of being reached (ЕC, 2017a).The analysis of 
effectiveness studies the relationship between the resources invested in a given inter
vention and the changes achieved (ЕC, 2017a).
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quantitative indicators. Since 2013 this approach led to an intense growth in 
terms of quantity, which critics believe significantly surpasses the increase 
in the quality of the output.

On the other hand, since the quality of publications should be guaran
teed via the peer review mechanisms created by scientific journals, the 
papers in such journals are privileged as opposed to monographs or 
publications in local or specialised issues. Apart from that, the quality of 
research publications is evaluated based on their impact which is calculated 
using different citation indices the coverage of which is limited due to 
the contents in databases which serve as the basis for calculations. The 
indicators also cover a limited amount of time because they set as a premise 
a relatively high speed of circulation of knowledge which does not account 
for the different rhythm of development of scientific disciplines.

In order to optimise the evaluation mechanisms for scientific research, 
the DORA authors recommend to mainly limit the use of metrics related 
to science journals, to encourage the evaluation of the research itself, 
not the editions in which it is published, and to use the advantages of 
online publishing (such as lack of limitations with regards to word count, 
figures and bibliography) and new indicators for measuring the signific
ance and impact of research. It is noted that research outcomes can vary 
– new knowledge, data and software, or intellectual property, including 
well-trained young researchers. The authors believe that the impact of a 
given study on a specific policy or practice also represents a scientific 
impact indicator. Mentorship and societal engagement of researchers are 
other achievements which matter (Curry, 2018), and some of them are 
being evaluated. For instance, the Plymouth University in United Kingdom 
introduced Community Research Awards3 in 2009, being a clear proof of 
social engagement of researchers.

The DORA group leader is convinced that, despite the restrictive con
ditions, such an experiment should be conducted in order to introduce 
real changes in research evaluation and move towards open science, replic
ation of results, and free sharing of knowledge. Open science (scientific 
research and results to be made available to all inquisitive people, amateurs 
and professionals) is one of the priorities of the European Commission, 
and it has been formally introduced in numerous Community documents 
(European Commission, Directorate-General for Research and Innovation, 
2020, 2018). Open science contributed to changes in the business models of 

3 Get Involved Awards 2022 – University of Plymouth (last visited April 29, 2022).
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publishing and accessing the academic research. It democratised the access 
to the research along with the flourishing of social repositories of academic 
research such as researchgate.net and academia.edu. Available funding from 
the European Union programmes increased availability of research to wider 
audiences (including the start-up community). At the same time predatory 
publishers applied a complex of marketing techniques to increase citations 
of the papers published in their open access outlets and to get around the 
quality controls of the major scientific databases. Various authors doubt 
the promise of the open science (Böschen et al, 2020) and especially its 
expected impact on policy making.

Over the last few years, common principles have been commented on 
and imposed with the aim of resolving part of the existing issues. These 
principles are not binding, but they correspond to the desire to implement 
a more independent, transparent, and clear evaluation of research outcome. 
This trend is observed in the more frequent citation of documents, such as 
the Leiden Manifesto (2015). It consists of ten principles which are grouped 
around pre-defined evaluation indicators, taking into consideration the spe
cificities in different fields, using quantitative indicators in support of qual
ity assessment, and timely updating indicators which no longer adequately 
correspond to the needs for research evaluation.

The efforts towards more effective research assessment are complemen
ted by the Hong Kong principles, which were formulated and endorsed at 
the 6th World Conference on Research Integrity in 2019 in Hong Kong. 
They are formulated as follows (World Conferences on Research Integrity, 
2019):

• assess responsible research practices (these would include ethical 
behaviour);

• value added reporting;
• reward the practice of open science (this is particularly important for the 

access to knowledge by the global south researchers and shortening the 
time from publication to implementation in business or society);

• acknowledge the broad range of research activities;
• recognise essential other tasks like peer review and mentoring.

As an important step in the same direction, in November 2021 the 
European Commission announced intentions to outline a framework for 
research assessment to be applied by all member countries. The focus is 
put on rewarding ethics, integrity, teamwork, and diversity of outputs in 
addition to quality and impact (Nature, 2022).
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Organisations are also established with the goal to support respons
ible evaluation. Such example is INORMS, Research Evaluation Working 
Group founded in 2001 (https://inorms.net/research-evaluation-group/). 
Its goal is to encourage interactions between members and sharing of good 
practices.

Research evaluation: tasks

Research evaluation is not, and should not be, an end in itself – it is rather a 
component of the decision-making process governing research at different 
levels. There are four broad reasons to conduct a research evaluation:

• to increase the accountability of researchers, policymakers, and funding 
bodies in the eyes of society by making the research team present its 
outputs and impacts;

• to steer the research process towards studying the outcomes;
• to provide means for advocacy to conduct research or to fund it, based 

on past outcomes;
• to achieve a better understanding and apply the ‘lessons learnt’ practice 

from previous attempts for a research process (Georghiou & Larédo, 
2005).

In addition, specific steps are needed to close the gap between the lack 
of the necessary substantive knowledge and the decision-making process. 
There are five ‘insufficient’ or incomplete knowledge categories (gaps) 
which have a direct impact on the decision-making process:

• difficulties in identifying and interpreting facts (a facts gap);
• difficulties in understanding and grasping certain processes which have 

a cause-effect relation or create conditions for a series of consequences 
(natural mechanisms gap);

• difficulties in identifying possible indirect effects (systematic gap);
• difficulties and insecurity with regards to introducing a research product 

in real manufacturing (technological gap);
• lack of interest which could influence subsequent positive actions (stra

tegic elements gap).

Taking this incomplete knowledge into consideration is a key challenge 
facing research evaluation. The research evaluation process is characterised 
by guaranteed quality control on execution; it is conducted by independ

3.
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ent experts, research committees, or panels, and it offers a compulsory 
conclusion and recommendations to the relevant political or financial de
cision-makers – ministry, heads of executive agencies, donors, etc. This can 
be treated as a process-oriented evaluation practice.

However, in the last decade evaluation practices (especially those related 
to large European projects and programmes) are much more oriented 
towards results – private and public. The evaluation can also be defined as a 
way of identifying the effect (impact) of particular public activities: scientif
ic and technological, public, and, in some cases, political. This activity can 
be transposed to a past or future period, and it can be direct and indirect.

The conditions for conducting a research evaluation require two types of 
process relationships: entry/exit (resources and products) and cause/effect 
(factors and results).

Research evaluation could be conducted on different levels:

• evaluation of proposals for research projects in terms of quality;
• evaluation of completed national and/or international projects and 

programme activities;
• evaluation of the research conducted by a given academic unit;
• evaluation of the overall national research system.

All of these conditions presume a focus on the quality of the research 
activity. The following elements can be subject to evaluation:

• an economic and/or social effect which comes as a result from the 
implementation of one or more research programmes, targeted or joint;

• outcomes and effects generated as a result of the implementation of a 
given research project/programme;

• research methods and their implementation;
• the research and/or technological level (degree of originality) of a given 

development.

An independent review of the role of metrics in research evaluation and 
management in the United Kingdom offers a framework for responsible 
metrics and a set of recommendations (Wilsdon et al., 2015). The study 
looks at research evaluation indicators in different disciplines and tries to 
evaluate the negative or unintended effects of metrics on various aspects of 
research culture.

3. Research evaluation: tasks
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Evaluation indicators can be quantitative and qualitative and can be 
applied jointly or independently. The figure shows the specificities of the 
applicable quantitative and qualitative criteria.

Source: Adapted from Cantu, Bustani, Molina & Moreira (2009).

Research Evaluation Criteria

Research evaluation, when properly conducted, improves governance, in
creases transparency of public funding of higher education and science, 
contributes to evidence-based decision making with up-to-date informa
tion about the quality and impact of the scientific research. Regular and 
independent research evaluation strengthens the capacity of institutions 
to conduct strategic planning of their research and in turn increase their 
competitiveness.

The recommendations of the independent review and analysis of the 
role of metrics in research evaluation and management in the United 
Kingdom (Wilsdon et al., 2015) focus on its significance for supporting 
the effective management of research and on the availability of useful and 
reliable sources of information to be used in the evaluation process for 
the purpose of ensuring transparency, avoiding mistakes, carefully using 
quantitative indicators on the premise that all measures are applied in a 
coordinated manner. The summarised recommendations from this report 
(applicable to all research evaluation systems) include:

Figure 1.3:

I. Research Evaluation: What, Why, Who?
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• Choice and application of indicators — they have to be comprehensible 
for the research community.

• Use of online platforms and tools which can improve access and visibility 
of scientific research, as well as opportunities for data sharing.

• Expert evaluation of particular activities which, despite some shortcom
ings and limitations, continues to receive broad support in different 
disciplines.

• Application of qualitative and quantitative indicators which correspond 
to individual disciplines and context. (The ‘one size fits all’ approach 
is less likely to work in all cases. The unsuitable indicators distort the 
motivation of a given researcher and the vision for his/her research.)

• Open, transparent and clear structure for research data. There is a grow
ing tendency of journals to request full data-sharing of published papers.

• Complying with common data description, data collection and data 
disclosure standards.

The evaluation has to be conducted in a way that ‘excess’ effects are elimin
ated. For example, when using a lot of frequent evaluation procedures, new 
initiatives might be destroyed, and a lot of resources could be taken away 
from the creative process.

Based on studies of numerous research evaluation initiatives and ana
lyses, research evaluation could be understood as a complex social prac
tice managed by funding agencies or ministries (Elzinga, 1995). That 
practice could be subdivided into several elements:

• Social process, ensuring legitimation of policy-making or administrative 
decision-making, as well as raising transparency of state funds spending 
on research.

• Setting up expectations, providing a basis for an adequate and effective 
use of the funds granted (the socio-economic effect is usually applied as a 
metric – the result of the development).

• Precise steering and correction of workplans and programmes on institu
tional level as a result of feedback from evaluation results, similar to the 
peer-review on a paper-level.

• Achieving a rich information infrastructure which could be useful in the 
decision-making process.

Different ‘schools’ studying the research evaluation have different specificit
ies, but at the end of the day they show some common characteristics:

3. Research evaluation: tasks

29

https://doi.org/10.5771/9783748937203-19, am 16.08.2024, 09:34:24
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748937203-19
https://www.nomos-elibrary.de/agb


• Increasing rationality in evaluation where the focus moves from ‘formal
ising a past activity’ to ‘improving the understanding about the course 
of action in the future’ and setting the focus on ‘strategic research’ as 
opposed to ‘curiosity research’. This is especially valid in countries where 
national foresight projects exist. In case the private sector also applies the 
scenario planning techniques, the research priorities derived from the 
back-casting contribute to the strategic research agenda.

• Expanding the coverage of the evaluation from ‘a problem-specific one’ 
to a ‘broader one’ or ‘systemic one’, involving analysis of stakeholders’ 
relationships.

• Expanding the number of stakeholders, who, along with an ‘objective 
external evaluation’, offer their own analysis or evaluation.

We could conceptualise all these characteristics of the systemic approach 
within the context of complex social practice (Elzinga, 1995) as a holistic 
approach. The holistic approach would see research evaluation in all layers 
or contexts of social practice – managerial, economic, social, and environ
mental sustainability. Organisational (including managerial) readiness to 
foresee trends in science or social, economic, and environmental shocks 
and its capacity to respond to those shocks should be included as an 
issue of assessment. The holistic approach requires widening the range 
of the consulted stakeholders in all phases – from policy formulation to 
evaluation of results. They should include the users of research results but 
also the society as a whole – civil society organisations and local unorgan
ised communities. Science communication is also an integral part of the 
mandate of research organisations. Although researchers typically are not 
ready to engage in social marketing of their research, it is part of their social 
responsibility to outreach to the society – be it children at school, who 
might become the next researchers, or civil society organisations, policy 
makers, and businesses.

Types of research evaluation

The types of research evaluation are, to a large extent, linked to the expecta
tions about its nature, the way it is performed, the tasks carried out, and the 
manner of addressing the relevant group of stakeholders.

4.

I. Research Evaluation: What, Why, Who?

30

https://doi.org/10.5771/9783748937203-19, am 16.08.2024, 09:34:24
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748937203-19
https://www.nomos-elibrary.de/agb


Some authors categorise research evaluation based on the applicable 
approaches (Worthen et al., 1997):

• Objectives-oriented – focuses on determining the objectives and the 
degree to which they have been achieved.

• Management-oriented – focuses on determining the information which 
managers/decision-makers need.

• Consumer-oriented – focuses on providing information to the consumer 
and on the evaluation of different competing ‘products’ and services. 
Consumers here refer to public institutions interested in the new policy 
design, businesses which need relevant research-intensive product/ser
vice, and socially responsible investors, which are accountable to society.

• Expert-oriented – built on the basis of particular experts who determine 
the quality of the topic which is being evaluated.

• Consultation-oriented and process-oriented – brings together different 
points of view of the evaluators and compares the pros and cons.

• Participation-oriented – takes into account the variety of viewpoints 
presented, the values, the criteria, and the needs defined by the stake
holders.

Rossi and Freeman (1999) present the classification of the stakeholder 
groups which are directly involved or interested in the evaluation process of 
a given research programme:

• Politicians and decision makers – responsible for deciding the future 
actions in relation to the programme which is being evaluated.

• Programme sponsors – responsible for financing the evaluation.
• Target participants – entities or units that are at the receiving end of the 

service being evaluated.
• Programme management – a group which is responsible for the pro

gramme.
• Programme staff – a group which delivers the programme.
• Evaluators – a group which conducts the evaluation.
• Programme competitors – groups which compete with the programme.
• Contextual stakeholders – groups in the encirclement of the programme.
• Evaluating community – independent (or second round) evaluators who 

determine the quality of the evaluation.

Even though individual groups of stakeholders have different influence 
and perceive the evaluation results in a different way, the stakeholders’ 
expectations become part of the process.

4. Types of research evaluation
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A wide segment of research assessments is focused on outcomes or 
results, which are of interest to different target groups. Due to quantitative 
nature of outcome-oriented evaluations, it creates an illusion for higher 
objectivity and through quantitative indicators policymakers believe it is 
easier to prove a given statement. Because of criticism towards the more 
quantitative approach the system adopts more and more quantifiable prox
ies. It is quite rarely to find qualitative indicators with a central place in the 
evaluation system.

Therefore, the outcome-based criteria system is increasingly detailed, 
and the process evaluation system is not monitored, analysed, and de
veloped. Moreover, it becomes more and more bureaucratised and acquires 
purely administrative functions. Embedding innovative experimental forms 
of assessment based on quality will certainly change the general picture of 
the assessment process and the system will become more flexible, losing 
some of its rigidity.

According to the European Commission, Directorate-General for Re
search and Innovation (1997), the evaluation has to be:

• analytical – to apply accepted methodologies for qualitative and quant
itative analyses but also participative practices ensuring different view
points;

• systematic – to follow a carefully prepared strategy with detailed plan
ning and consistently implemented at different level of system;

• reliable: To evaluate the same data, the application of the same mech
anisms must lead to the same results regardless of who the evaluator 
is. Although subjectivity is inevitable, it should be processed in such 
way that the result of the evaluation is independent of the participating 
evaluators, provided they meet certain academic performance criteria.

I. Research Evaluation: What, Why, Who?
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Source: Adapted from Hong & Boden (2003).

Architecture of the programme evaluation system

Although the EC defines three main characteristics of research assessment, 
and all of them include a process evaluation element, very few assessment 
systems contain objective criteria for processes evaluation.

The main time-related types of evaluations are ex ante – an initial evalu
ation prior to the implementation of the programme or before the decision 
for project funding. This is the most frequently used evaluation type. Other 
types are:

• Mid-term – mid-term evaluation: This could involve ongoing monitor
ing and feedback which is provided based on the results obtained during 
the implementation of the project/programme activities. It is an insepar

Figure 1.4:

4. Types of research evaluation
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able part of the evaluation procedure because it provides effective control 
during the whole project/programme cycle in view of minimising the 
risk in their implementation.

• Ex-post evaluation – being applicated after the completion of a given 
programme/project (ex-post evaluations are rarely and not systematically 
used. Sometimes they are overdue and implemented only formally). 
Sometimes ex-post evaluations include impact assessments.

In relative terms, the ex-ante evaluation is the most clearly defined proced
ure in the evaluation process. It is widely used in institutions which finance 
research, as well as in the evaluation of the preliminary plans of research 
organisations. The criteria used in this type of evaluation are, to a large ex
tent, harmonised, especially on their base level. In specific cases, a second, 
smaller set of criteria, which reflect the specificity of the particular activity, 
is included. In general cases the type or impact of the criteria changes, and 
this is in line with the general balance between applicable criteria.

The mid-term evaluation aims to evaluate the progress in terms of 
achieving the set goals. It provides an opportunity to make timely changes 
in order to guarantee that these goals are achieved within the time planned. 
This type of evaluation provides an opportunity to determine whether:

• the intervention is still aligned with the strategic goals set;
• it is suitable and useful for the key stakeholders;
• it is conducted in an efficient way.

The ex-post evaluation is more difficult to perform, and in a lot of the cases 
it is conducted as a matter of formality due to the fact that:

• scientific research is not a routine activity with a final limited outcome, 
thus the quality of the results can be evaluated only at a particular stage;

• scientific research is part of the national innovation ecosystem, and the 
latter can be evaluated in different aspects;

• only some of the criteria are used in the evaluation – the ones which are 
applied in the evaluation of the proposals for a given development.

It reports the following types of accompanying activities:

• audit-type evaluation;
• evaluation of policies related to strategic research;

I. Research Evaluation: What, Why, Who?
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• evaluation of the efficiency of functioning of the entire research system 
(university, research institute);

• impact.

The ex-post and mid-term evaluations are particularly needed in terms of 
future development of programmes and activities. In recent years (between 
2008 and 2018, depending on the programming period) the impact evalu
ation of part of the activities under the operational programmes of the 
Structural Funds has been subject to analysis for the majority of new mem
ber states. Impact evaluation, however, is based on formalised and, in some 
cases, unsuitable criteria, and it can be difficult for it to act as a homologue 
of the ex-post evaluation.

The evaluation system in European programmes and projects, to a large 
extent, applies harmonised basic criteria, and it has created a common 
framework for their application. Due to the fact that this type of evaluation 
assesses only intentions and possible outcomes, the degree of uncertainty is 
very high, and this type of evaluation is more easily digested both by the 
evaluator and the person being evaluated.

Some evaluation activities of framework programmes of the Community, 
the programmes of European structures (for example JRC, ECA), can be 
referred to the last type of evaluation. This evaluation applies the assess
ment of some typical performance indicators and takes into consideration 
as well proven effectiveness for the economy or/and society as a result of 
programme realisation. It is used as an input to outline the framework of 
programme development in the future.

The types of evaluations, organisation method and relevant activities are 
systematised in Table 1.1.

4. Types of research evaluation
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Types of evaluation

Types 
of eval
uation 
activit

ies

Subjects of evaluation

Expected 
impact

Research projects 
with a clearly 

defined outcome

Grants for 
strategic research 

programmes

Projects and techno
logical and innova

tion activity

Activities for conducting the evaluation process according to subject groups  

Ex ante A system of evaluat
ors who evaluate the 
proposals offered, 
based on a set of cri
teria

A system of evaluat
ors and consumers 
evaluating the re
search quality and 
the expected eco
nomic and public be
nefits, based on a 
set of criteria. The 
expectations of state 
structures and con
sumers also impact 
the evaluation.

A system of experts, 
including consumers 
and sponsors/donors 
who are organised 
in ad-hoc groups. Ad
dressing the expecta
tions of a given con
sumer group is of key 
importance

Ensuring legit
imisation and 
transparency 
of the public 
finances 
provided.
A basis for ef
fective use of 
the funds 
provided.

Mid 
term

A system of evaluat
ors who evaluate the 
progress of the mid-
term results, based 
on a set of criteria.

A system of eval
uators, consumers 
and public structures 
evaluating the pro
gress in the imple
mentation of a giv
en programme, the 
quality, and the ex
pected economic and 
public benefits.

A system of experts, 
including consumers 
and sponsors/donors 
who evaluate the pro
gress and the impact 
which is the result of 
the implementation 
of a given stage of the 
technological and in
novation activity.

Careful monit
oring and cor
rection of 
work plans 
and pro
grammes as a 
result of feed
back from 
evaluation res
ults.

Ex post A system of evalu
ators who provide 
a conclusion by 
comparing the ex
pected results which 
were originally eval
uated and the results 
achieved in reality

A panel of experts 
evaluating the degree 
of achievement with 
regards to the stra
tegic goals.

A panel of experts 
and professional eval
uators who evaluate 
the results achieved, 
based on a compar
ison with the set ex
pectations from the 
implementation of a 
given project.

Achieving a 
rich informa
tion infra
structure.

Source: Authors’ own elaboration.

Depending on the subject of evaluation, the evaluation objectives can 
be very different. We can differentiate the following types of evaluation 
activities:

• Еvaluation of a given research structure – a research institute or a small 
company with a research profile. This type of activity is performed vis

Table 1.1:
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ibly or away from the public eye; it develops individually and has clearly 
defined cause-effect relations. The reason for its implementation is be
cause the activity of such units does not just need ‘public recognition’ but 
also accountability before the society, in addition to arguments for future 
financing.

• An evaluation of the general research and technological development 
is more frequently implemented with the help of international organisa
tions and experts and clearly impacts future policy-related decisions and 
the introduction of policies, reforms, new structures and programmes 
promoted on a national level.

• А programme-based evaluation – the most recent evaluation introduced 
– is aimed at institutionalisation, defining the degree of applicability and 
usability of the outcome achieved and the effectiveness of its implement
ation.

The effects of research and technological activity, which can be evaluated, 
are systematised in Table 1.2.

Effects from research and technological activity which are subject to evalua
tion

Main groups of 
activities fin
anced by the 

public budget

Direct effect Indirect effect

Short-term Long-term Short-term Long-term

Science Specific scientific 
knowledge

Cognitive 
knowledge

Improved train
ing / research 
training

Economic/
public benefits

Economy and 
society

Improved techno
logies and social 
cohesion

Better know-
how
Balanced so
cial relation
ships

Improved and en
vironmentally 
friendly productiv
ity
Social consensus

Better compet
itiveness
Prosperous so
ciety

Policies Better understand
ing and imple
mentation of new 
policies

Resolving so
cial/economic 
issues

Grasping the gen
esis of existing is
sues

Contributing 
toward reach
ing a consensus 
when resolving 
existing issues

Source: Authors’ own elaboration.

Evaluation methods can be examined using a matrix structure in which 
the elements of the matrix are the data, the type of evaluation, and the 

Table 1.2:
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analysis applied. The data can be quantitative (statistical and bibliometric) 
and qualitative – gathered through interviews, statements by focus groups, 
surveys, etc. The analysis can be different – conducted through peer review 
panels, based on different studies, technological evaluation, etc.

The indicators used are varied, but a small part of them are basic and 
are used in almost all types of research evaluations. These are illustrated in 
Table 1.3.

Types of indicators

Indicators Quantity Quality

Entry Research staff
State of the art of the subject 
of evaluation

Strategically planned research 
activities, impact of knowledge 
absorption

During the activity Citability of research publica
tions
Patents, utility models
Note: Measurable in terms of 
quantity (number)

Where the publication is pub
lished (presence of an impact 
factor)
What is the type of the patent

Exit Increased productivity, new 
workplaces, additional profit, 
value added
Social conflict/issue resolved

Completely new and environ
mentally friendly products, 
services, processes
Opening new markets and/or 
market niches, expanding an 
existing market
Entering a global market

Source: Authors’ own elaboration.

The first two types of indicators are linked to the research process, while 
the last type, the exit indicators, are oriented towards finding specific and 
socio-economic results.

It should be taken into account the fact that, in some cases, evaluation 
may lead to limitations in the research and technological activity, but at the 
same time it is still aimed at comprehensive coverage. The comprehensive 
coverage and the effects of the evaluation activity are illustrated on the 
diagram of Figure 1.5.

Table1.3:

I. Research Evaluation: What, Why, Who?
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Source: Adapted from Accreditation Agency, the Netherlands.

Diagram of the effect of technological activity

Figure 1.6 illustrates the five-steps model of the institutional research evalu
ation framework.

Source: Adapted from Hassanain, Anil & Abdo (2016).

Framework concept for institutional research evaluation

If the research in a given region is being evaluated, the most frequently used 
applicable indicators are as follows:

• gross government expenditures for research as a share of the gross do
mestic product;

Figure 1.5:

Figure 1.6:
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• research expenditures provided by the business relative to public ex
penses;

• workforce employed in the research sector (this includes research organ
isations and research institutes);

• research expenditures per capita from the working population or per 
researcher.

The following entry indicators are used for institutional or individual 
research activity:

• total number of publications in peer-reviewed and indexed journals for 
which the previous evaluation period is completed;

• total number of citations;
• patents, utility models or technology transferred products in the eco

nomy;
• number of PhD candidates who have successfully defended their thesis, 

for a given period, which is most often determined by using the evalu
ation methodology.

The following exit indicators for evaluating institutional or personal re
search are also observed:

• number of publications for the evaluation period in peer-reviewed journ
als (3–5 years);

• exchange of researchers between research organisations/universities or 
between research organisations and companies;

• participation/funds attracted under different European programmes;
• participation/funds attracted under national programmes and industry 

contracts;
• memberships in international research organisations;
• memberships in editorial teams of scientific journals;
• research awards (international and national), etc.

Evaluation procedures based on scientometrics

Some authors use mathematical tools for the purpose of creating a model 
for the growth trend in publications and suggest the term ‘scientometrics’ 
for this kind of research (De Bellis, 2009). Scientometrics can be defined 
as a “quantitative study of science, communication in science and science 
policy” (Hess, 1997). It has been developing over time. It studies indices 

5.
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for improving the extraction of information from peer-reviewed research 
publications (usually described as a ‘bibliometric’ analysis of science) and 
has gradually expanded to other types of documents and sources of inform
ation related to science and technologies.

The scientometric indicators complement and contribute for the stand
ardisation, collection, and analysis of a wide range of activities in the field 
of science, technologies, and innovation by providing evidence for a selec
ted set of results in science and technologies. There are certain advantages 
to quantitative approaches in evaluation, using proper statistical data and 
suitable indicators.

Weinberg (1989) claims that the Board on Physics of the US National 
Academy of Sciences has applied evaluations to three types of criteria: 
internal, external, and structural. These have been divided because the in
herent indicators include the significance of the research topic, the potential 
for discovering fundamental laws, the potential for discovering summaries 
which could be broadly applied, and the attractiveness and maturity of the 
research. External measures review the potential contribution and stimula
tion for other sciences, in particular engineering, medicine, and applied 
sciences, and the contribution towards the national prestige, defence, public 
education, and international cooperation. The last set of criteria evaluates 
the need for progress in the discipline and the need to maintain the devel
opment in a specific field.

Bibliometric indicators

Bibliometric indicators provide answers to the following questions:

• How productive is a given research team or an individual researcher 
(or what is the essence of their/his/her research), what is their level of 
research competence on an international level?

• Where is the team or the individual researcher positioned in comparison 
to similar teams in the country and abroad (benchmarking)?

The main limitations to bibliometrics are results which are predominantly 
applicable to research groups, units and institutions, and which are difficult 
to apply to innovation activities which have a bigger coverage and do not 
focus specifically on pure research results. Nevertheless, the increasing ca
pacity of scientific results imputedly intervenes the competitive innovation 

6.
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process via growing intellectual capacity, proved by improved bibliometric 
indicators (Vutsova, 2009).

According to Leiden’s Manifesto (Hicks et al., 2015) with regards to mon
itoring the citability of publications, there are often comments about the 
increasing reliance on concrete data from large databases, namely Web of 
Science, which has an impact factor that dominates as an indicator in a lot 
of research evaluation models. Meanwhile, it is not entirely universal. For 
example, a group of European historians receive a relatively low evaluation 
because they publish books, not articles in peer-reviewed journals (Hicks 
& Wouters, 2015). This issue could be avoided by carefully clarifying the 
specifics in different fields and adding normalising correctives.

Another element which may not be taken into consideration in the 
impact-factor-based research evaluation is the regional importance of the 
research despite the fact that Web of Science is undertaking corrective 
actions in this respect (it includes more journals of regional importance, 
which are visible in the main data collection, or creates specialised national 
databases similar to the ones in Norway and Croatia). On the other hand, 
this is one of the platforms where the biggest amount of information is 
exchanged in the field of science, and hence access to results is guaranteed.

Problematic fields are mainly those of social sciences and humanities, es
pecially when national/regional issues are examined which would not be of 
such big interest to international journals. Even in cases a significant global 
impact has been achieved, as in the case of organisation of the International 
Philosophy Olympiad (Kolev, 2017), most of the researchers behind it never 
publish in WoS/Scopus. A balance must be achieved between regional 
journals included in large databases and monitoring the quality of those 
which are not. Very often, the evaluation is based on the percentile in which 
the publication is included.

In the evaluation of research projects, for example, a taxonomic tree of 
the criteria can be used in view of determining their significance.

I. Research Evaluation: What, Why, Who?
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Source: Adapted from German Recotrs’ Conference.

Taxonomy of scientific research

Scientometrics mainly relies on clearly structured situations which determ
ine the reliability and applicability of its methods. It uses statistical data 
processing which in some cases creates complications in the analysis. Inac
curate or incorrect conclusions may sometimes be drawn, which signific
antly differ from the evaluators’ opinion.

Figure 1.7:
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Source: Adapted from Accreditation Agency, the Netherlands.

Evaluation methods

Statistical problems which might occur are related to ranking, might be 
the result of the discrete nature of citation distributions, especially with 
small samples, and applied a fractional solution (Waltman et al., 2012). In 
response to such potential threats Bornmann and Williams (2020) suggest 
guidelines and procedures for the normalisation of percentile ranks based 
on cumulative frequencies in percentages. University ranking systems are 
also targeted because of the methodology of assessing research outputs 
(Fauzi et al., 2018; Bowden, 2000). To tackle these challenges, some authors 
(Szomszor et al., 2021) believe that new indicators are not necessary, but 
efforts should be directed towards choosing (a combination of ) the proper 
ones in order to present academic research more adequately. For better 
decision making a focus on the management and interpretation of results 
should be put.

Figure 1.8:

I. Research Evaluation: What, Why, Who?
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In the evaluation of industrial and applied research the main goal is to 
determine the contribution towards achieving the company’s strategy and 
objectives. In order to support a given industrial research, the following 
entry indicators for evaluation should be adhered to:

• the expected effects of the research;
• integrating them with the business strategy of the company;
• the available portfolio of intellectual products;
• monitoring process;
• possible losses due to poor execution compared to the achievements 

expected.

Apart from that, the results and/or the environment in which industrial re
search is going to be developed and/or applied are also evaluated through:

• percentage of the turnover generated from innovative products4;
• percentage of the real innovative products on the market – maintaining a 

sustainable market;
• the degree of technological innovation of the company;
• granted patents as well as a ratio of the granted patent/applications;
• revenue from the provision of IPR products;
• variety of the technological structure – spin-off, spill over, incubation 

units, etc.;
• staff involved in R&D activities.

Measuring the effect of industrial research is usually difficult. The Office 
of Technology Assessment (1986) in the US presents three main reasons in 
support of their argument as to why measuring the effect of RTD is difficult. 
Firstly, there are non-economic goals, especially in relation to public and 
socially desired high-risk investments, such as defence, for example. There 
is uncertainty in their measurement, for example, progress in healthcare.

In addition, the evaluation criteria are highly contextualised to the na
tional innovation system. In countries where the stock-markets are relat
ively underdeveloped the role of patents is less-significant compared to US, 
for instance. Smaller firms in countries with weak law enforcement tend to 
protect their innovations through classical commercial secrecy.

4 3M for instance applies milestone indicators for a share of revenue generated by 
new products which are the result of internal research, development, and innovation 
activities.

6. Bibliometric indicators
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Third, well-known shortcoming of indicators for industrial research is 
the lack of a transparent ex-post evaluation. One of the reasons for this is 
also the existence of another regime of company research which takes the 
competitive conditions on the market into account. Often in relation with 
this, such researchers are not allowed to publish and disseminate results. 
At the same time many companies use co-publications with academics as a 
marketing and legitimisation strategy.

There is another type of evaluation criteria – time-bound relevant indic
ators. They cover measurable values related to a specific period of time.

If a specific programme is being evaluated (for instance, Cosmic Re
search), the applicable indicators have to be appropriately selected in order 
to ensure adequate measurable values. In a lot of cases the indicators are 
comparable, which allows using an average indicator – for example an 
average number of citations of one publication by one researcher. In addi
tion, evaluation can be provided for science education and indicators for 
research management.

In some cases, when the evaluation process covers more than one activ
ity, the different indicators are showcased by presenting all factors influen
cing the evaluation process. That is how the ‘information processing’ model 
is created. The model comprises a set of seven stakeholder target groups 
or/and interesting parties intervened by the evaluation. This approach is 
illustrated through the so-called ‘radar diagram’ (Figure 1.9).

I. Research Evaluation: What, Why, Who?
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Source: Adapted from Accreditation Agency, the Netherlands.

Radar diagram

The indicators which are applied to the management evaluation adhere to a 
time schedule and address the interests of stakeholders.

The general applicable evaluation methods deal with entry results, exit 
results, and results from the point of view of the consumers – assessed 
universities and society. Evaluation methods vary, as is shown below.

Figure 1.9:

6. Bibliometric indicators

47

https://doi.org/10.5771/9783748937203-19, am 16.08.2024, 09:34:24
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748937203-19
https://www.nomos-elibrary.de/agb


Evaluation procedures based on expert conclusions

These methods are based on the reviewers’ work at the entrance and exit 
and are focused on:

• evaluating the expectations and, consequently, the research output from 
the point of view of a research achievement;

• evaluating the result from the point of view of the consumer.

The evaluation conducted by reviewers is most commonly used. It is rooted 
in tradition and is accepted by the academic body. However, it should be 
taken into account that there may be deviations due to the lack of balance 
in the selection of reviewers, resulting in poorly evaluated multidisciplinary 
studies regardless of the fact that the results are the best exit indicator. 
That is why this type of expertise is best applied in research-oriented 
developments. It is accompanied by compulsory collection of adequate data 
and selection of reviewers.

In the evaluation of specific results through consumers, the issue is made 
more complicated due to the fact that the latter are directly affected by 
the execution of a given project and cannot be independent because they 
know the team that develops the product, and in some cases the final 
effect impacts more than one project or programme. The effectiveness of 
integrating a given result, the synergy effect, if there is one, and the extent 
to which the result obtained is suitable for the intervened system also have 
an impact in this respect.

Socio-economic models for research evaluation

In this model, apart from the traditional scientometric indicators, other 
methods are used as well – surveys, investigative visits, micro and mac
roeconomic analyses, comparative analyses, studies of best practices, etc. 
Nevertheless, an adequate balance between the significance of each one of 
them has to be sought.

Each of the methods used takes into consideration the objectives of the 
intentions set in the programme (project) and the development of the 
programme model, and it applies a realistic approach with regards to the 
objectives and the designated tasks. For example, the evaluation questions 
of interim evaluation of Horizon 2020 programme focus exactly on the 
relevance of the programme, whether it developed as it was expected and 

6.1.

6.2.
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if it was adaptive and effective. It includes not only monitoring reports and 
extensive analysis of the programme itself but also external horizontal stud
ies, data from different EU institutions, input from various stakeholders, 
and surveys (Interim evaluation of Horizon 2020).

The dynamic of the evaluative process as a series of consecutive actions 
and in terms of time span is illustrated in Figure 1.10.

Source: Adapted from Accreditation Agency, the Netherlands.

Dynamic of the evaluative process

The peer review evaluation system is practically applied to each of the 
above-mentioned modules which are subject to evaluation. Figure 1.11. illus
trates a full evaluation cycle and includes the following elements:

Figure 1.10:

6. Bibliometric indicators
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Source: Adapted from Accreditation Agency, the Netherlands.

Levels of activities, subject to evaluation

The specificity of the evaluation process implies the presence of several 
groups of criteria, for example: to evaluate research projects applying for 
financing; to evaluate results from completed projects; for institutional 
evaluation. Each group of criteria contains a specific set of metrics. The 
majority of them are standardised for different evaluation practices.

New research evaluation methods

Over time, evaluation methods have evolved by adding new sets of criteria 
and/or shifting the focus of relevance. The new trends have the ambition 
to achieve a more complex and truthful assessment. New elements are 
introduced in the evaluation practice.

The need to evaluate the social impact of science and the aim to achieve a 
more complete evaluation of research have led to the creation of alternative 

Figure 1.11:

6.3.
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indicators and approaches. One approach, SCOPE, is suggested by the 
INORMS Research Evaluation Group. The abbreviation means:

• Start with what you value;
• Context considerations;
• Options for evaluating;
• Probe deeply;
• Evaluate your evaluation.

The supporters of the approach advise first determining the aim of the 
evaluation and the risks associated to it. The different types of evaluation 
may affect differently the evaluated, whether we are looking at individuals, 
institutions, or at national level. Both quantitative and qualitative measures 
have their imperfections and have to be applied with caution. Still, steps 
could be taken to mitigate possible negative effects. As for quantitative 
indicators, they could be used in combination as a ‘basket of indicators’ and 
along with qualitative assessment. Among the latter, peer review could be 
improved through using appropriate experts, more than one and diverse 
reviewers, and again together with using metrics where appropriate.

An important aspect of the SCOPE model is that the assessment should 
be conducted in concert with the evaluated individuals or teams. In this 
way, the evaluator would better understand their aims and the joint inter
pretation of results would lead to openness and transparency.

Sometimes the evaluation process might have unintended consequences 
both at institutional and individual levels. Some examples are neglecting 
activities which aren’t measured, discouraging initiative, focusing on the 
short term, or the academic burden when some academics leave the pro
fession or narrow their publications according to the assessment criteria. 
That is why it is essential to review or evaluate the evaluation. In this way 
responsible parties could stay open to adjustments and make sure that the 
methods they are using are effective (INORMS, 2020).

The aim of some of the additional indicators is to provide additional in
formation which bibliometric indicators cannot. Examples of such evidence 
regarding research effectiveness are, for example, the number of downloads 
of a given article or the views and references in social media.

One of the most popular additions to bibliometric indicators is altmet
rics. Altmetrics uses indicators for research evaluation based on the activity 
in online tools and environments (Priem, 2014). Altmetrics.org and Altmet
ric.com are websites which encourage the use of altmetrics. Altmetric.com 
aims to popularise and disseminate its products in relation to big academic 
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publishing institutions and financing entities (for example, Taylor & Fran
cis, Wiley, The London School of Economics, and Smithsonian).

In terms of measuring tools, altmetrics are classified based on the func
tion which they offer and the type of users who are interested in the given 
research outcome. For example, these are categories of different types of alt
metrics according to their main functions: discussions, references, readers, 
reviews, videos and citations.

An evaluation of an article is made by calculating how often it is men
tioned in different media platforms, i.e., the popularity of the article is 
based on how often it is referenced in these sources. In addition to the 
frequency of referencing, altmetrics uses other measures for viewing, dis
seminating, and impact indicators.

Even though altmetrics cannot be an alternative to traditional bibliomet
ric indicators, it complements them. The advantage is in the speed in which 
it gathers and reflects information, something that cannot be said about 
the other, more frequently used research evaluation indicators. The main 
limitations to this approach are as follows:

• In case of malicious use of the system, unrealistic results may be gener
ated based on the desire of a specific consumer.

• There is no clear correlation between altmetrics and bibliometrics. The 
former one includes information from social media such as Facebook 
and Twitter, which are not academic communities; thus, there is a signi
ficant risk that the fundamental research may be neglected.

• The sources of information are not exhaustive.
• There is lack of clarity in the definition and interpretation of a given 

concept.

Despite these factors, altmetrics is perceived as an area of interest and 
future research.

Two authors (Herrmannova & Knoth, 2016) have introduced the 
concept of semanometrics as a new group of research evaluation indicat
ors. They are based on the prerequisite that in order to evaluate a given 
publication, the full text is needed. The authors believe that a new metric 
for measuring the impact, which takes the full text of the manuscript into 
consideration, could be developed by reporting the number of citations and 
views, and the contribution of the manuscript. They believe that semano
metrics has the potential to evaluate to a sufficient degree the quality of 
research and its contribution.

I. Research Evaluation: What, Why, Who?
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Another group of authors (Lee, West & Howe, 2017) has established a 
significant link between the scientific impact and the use of visual informa
tion. According to them, the bigger the impact of a given research, the more 
likely it is to include more diagrams, but on the condition that this number 
varies a lot in individual areas and is applicable only for some sciences. The 
aim is to study the organisation of visual information because these inform
ation-rich objects are largely ignored in bibliometrics and scientometrics 
research in comparison to citations and text. The authors introduce the 
concept of visiometrics in order to discover more interesting and useful 
applications for their idea.

Ethics in research evaluation

National research assessment systems are very different, and they have 
an impact on the research strategies of research departments. Whitley 
(2007) highlights that research assessment systems affect the organisation 
and management of knowledge. The robust assessment systems with high 
standards, rules, and officially established procedures concerning assess
ment and publishing of results most definitely influence the research 
strategies of universities and research organisations in a different way 
depending on the individual research fields. In addition, the connection 
between policy and assessment may have an impact on the quality of the 
research. According to Pleger (2016), assessments are performed in a given 
political context, and they are influenced by it.

Different researchers believe that the study of ethics with regards to 
performing a research assessment is an underdeveloped field (Gedutis & 
Biagetti, 2019). There is a lack of shared understanding as to what ethics 
are, and the standards for quality and competence are regularly confused 
with the term ‘ethics’. It is not clear what the role of ethics is and who is 
responsible for implementing ethical practices (Williams, 2016).

Biagetti, Gedutis and Ma (2020) represent research evaluation ethics 
combining aspects from both research and evaluation good practices. The 
authors claim that there aren’t enough clear guidelines how to establish 
proper criteria and avoid bias and conservatism in peer review.

7.
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Source: Adapted from Biagetti, Gedutis & Ma (2020).

Research Evaluation Ethics between Research Ethics and Evaluation Ethics

A lot of authors (Biagetti et al., 2020) note that a number of issues arise 
during the assessment process, and those are mainly related to the inter
pretation of bibliometrics.

It is believed that the results-based indicators have to measure the value 
of research in an objective manner, but the research community believes 
that they are often a reason for the occurrence of new forms of manipula
tion. Since the research assessment relies on approximate (proxy) indicat
ors which only measure indirectly what they should actually present (qual
ity, impact, or social significance), it is increasingly difficult to establish 
to what extent some or all of the indicators are manipulated and to what 
extent given high-value studies are authentic. According to some authors, 
the assessment process is still chaotic and the role of the indicators is not 
quite clear; for example, despite the fact that the impact factor of journals is 
the most popular indicator, it is not the only one applied and is not uniform 
for all assessments (Wouters, 2020). There are, however, some dominant 
trends in the quality assessments which are relevant to citation practices. 
There is a risk that research which is not measured by specific indicators 
may be neglected, which threatens the search for knowledge on the part 
of the universities (Wouters, 2020). The criticism against scientometrics in 
Eastern Europe is more frequently expressed by scholars who justify in this 
way the lack of publications which enter in popular databases. Individual 
research departments within a given research structure are often against the 

Figure 1.12:
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introduction of elementary requirements to PhD candidates (for example, 
an article published in a journal indexed by Scopus or Web of Science), 
arguing that the majority of their members do not have such requirements. 
This poses a serious obstacle for increasing the quality of research and the 
international convertibility of research and PhD education.

Some authors take into account the fact that the indicator-based assess
ment creates pressure for active publishing (Fanelli, 2020), but they also 
remark that the latter does not lead to unlawful actions and does not hinder 
researchers’ integrity.

The desire of journal editors to receive a higher impact factor leads to 
another specific effect: an artificial increase in the citations through the 
coordinated efforts of a ‘citation cartel’ of journals. Such ‘citation cartels’ 
have been observed more and more often over the past years (Kojaku et al., 
2021). Different researchers direct their efforts at the creation of algorithms 
and methods for their reporting (Kojaku et al., 2021; Koley & Mishra, 2019; 
Perez et al., 2019) or at the exclusion of such journals from international 
databases.

There is a possibility of manipulation via the participation of researchers 
in editorial boards at international publishing houses, which are oriented 
towards increasing the number of publications by a given university and, 
respectively, increasing the number of co-authors in order to improve these 
results (Biagioli & Lippman, 2020). Such behaviour distorts the objective 
picture of bibliometrics.

Another issue arises when the expert assessment and the citation analysis 
contradict each other. If we only rely on the expert assessment, does this 
not slow down the development of interdisciplinary studies, because the 
focus is on established and favoured methodologies? On the other hand, we 
cannot rely only on quantitative indicators. We cannot directly interpret the 
number of publications or citations, which is normalised for a given field, 
as an indicator for quality or impact. The high number of citations can be 
due to the presence of a unique empiricism, an exceptional research with 
great impact, or it can be the result of repetition of studies or the efforts of 
citation cartels. A small number of citations, on the other hand, can be the 
result of a research which is not that interesting or of innovative ideas that 
are still not recognised (Wouters, 2020) or published in a journal which 
has a limited reach. An expert assessment is needed in such case. That 
is why the objective research assessment requires an incredible balance 
and a careful approach to the above-mentioned activities. In addition, the 
assessment is closely linked to a political vision and, respectively, specific 
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methods, and it is an instrument which shows us what kind of society we 
want to build (Mol, 2002; Thurtle & Mitchell, 2002).

Governments often conduct reforms and make decisions regarding fin
ancing based on the global rankings of universities (Rouet, 2022). In this 
case the effect of the strategies for achieving impact through publications 
may be distorted and conditions for manipulation may be created (gaming 
opportunities) (Biagioli & Lippman, 2020). Sarah de Rijcke and Tereza 
Stöckelová claim that the focus of European research policies on ‘interna
tional publication impact’ as a substitute for quality increases the division 
between the ‘international’ north and the limited south (Rijcke & Stöck
elová, 2020).

The unscrupulous application of assessment indicators has been dis
cussed many times, including in the San Francisco Declaration on Research 
Assessment, The Metrics Tide, the Leiden Manifesto, etc. There is still, 
however, a lack of common approach and application of ethical principles 
with regards to research assessment in the preparation of an assessment 
and/or the selection of the criteria, regardless of what the effects of the 
assessment process are going to be (Dahler-Larsen, 2012). Part of the stud
ies, which focus on ethical issues related to the assessment, are dedicated 
to the assessors’ ethics (Morris, 2008; Schwandt, 2015) and study the eth
ical dilemmas in their professional conduct. At the moment, professional 
ethics to a great extent focuses on everyday issues related to the individual 
participants in the process. Ethical issues are examined in the context of 
interpersonal relationships where the focus is on the issues which occur 
as a result of the relations between assessors and the other stakeholders 
(Schwandt, 2018). As regards the independence of assessments, the pressure 
exercised by the stakeholders is identified as an important ethical challenge 
(Pleger, 2016). Morris (2015) admits that collecting information about how 
assessors react to ethical conflicts is of vital importance, whilst also being 
a delicate endeavour, bearing in mind the defensive position which some 
studies in this field may lead to.

There is a possibility of expressing preference with regards to gender, 
race, language, career stage, and the interdisciplinarity (Helmer, 2017; Lee 
et al., 2013). There is also a possibility of neglect with regards to the use 
of innovative procedures and platforms in the assessment process (Born
mann, 2011; Horbach & Halffman, 2019) due to the habit of implementing 
the routine methods or tools or due to unwillingness to try a new work 
method.
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A socially responsible assessment is one where the rights, dignity, and 
cultural values of individuals and groups are taken into account. Profes
sional assessors are encouraged to understand and respect the points of 
view etc. of all stakeholders (Schwandt, 2018). Studies in the field of ethics 
with regards to assessment should assist assessors, and the latter should use 
the positive experience of other assessors (Pleger, 2016).

The European Code of Conduct for Research integrity (ALLEA 2017) 
is a document which postulates the general principles of research ethics, 
including reliability, honesty, accountability, etc. According to this docu
ment, researchers who participate in the assessment process undertake a 
serious commitment. They have to consider a number of factors such as the 
presence of a conflict of interests, confidentiality, respecting the rights of 
authors, etc.

An inseparable part of the integrity of research is the absence of plagi
arism, and when it is discovered it should not be neglected, but rather 
sanctions should be imposed, which would lead to the loss of an academ
ic position. Unfortunately, in Bulgaria the procedure is often suspended 
without it leading to a direct negative effect for the person responsible 
for the act of plagiarism. The only exceptions are for people and cases 
which have become public knowledge (for example politicians), but even 
that is not guaranteed. A study by Foltynek and Glendinning (2015) shows 
significant differences among European countries with regards to their 
understanding of what plagiarism is and to the attitude towards plagiarism, 
the preparedness how to avoid it, etc.

In a research system where the number of publications is considered 
an indicator of ‘quality’ and is a tool used for encouraging career growth 
and the allocation of grants, ‘recycling’ a text or self-plagiarism (as a kind 
of plagiarism) is a way of increasing the results at the expense of other 
researchers. This raises the question as to what extent the indicators based 
on results from publications are important assessment criteria for the alloc
ation of work or grants (Horbach & Halffman, 2019). According to some 
researchers, the solution to the plagiarism issue is to place a focus on 
quality, not quantity, in the system of criteria (Feenstra, 2021).

According to Helen Simons, plenary lecturer at The Framing Ethics 
in Impact Evaluation seminar (Barnett & Munslow, 2014), the ethical 
guidelines or postulates proposed are mainly intentions, and they often 
relate to the assessment methodology and to the quality of the assessment 
with regard to a given product rather than focus on whether the research 
assessment is correct. According to him, and other authors as well, there is 
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a need for ethical norms based on theory, which would guide the assessors’ 
behaviour and choice. Adherence to ethical norms in research assessment 
is highly dependent on the context of the general level of ethical behaviour 
in the given country (corruption levels, rule of law, degree of self-regulation 
in other fields). According to Biagetti and her co-authors Gedutis and Ma 
(2020), a mixed approach may be applied with regards to resolving the 
issues of assessment practices.

One of the important questions with regards to the ethics in research 
assessment relates to its boundaries and the scope of the field. According 
to Mustajoki  and Mustajoki  (2017),  the identification  of  ethical  issues  is 
achieved in three ways: (а) by identifying the stakeholders (for example, 
individuals, groups, communities, animals, ecosystems, future generations, 
etc.), (b) by understanding the rights and responsibilities of the stakeholders, 
and (c) by defining  the options, i.e. searching for a win-win situation or 
achieving it to the greatest extent possible for the participating stakeholders. 
Research assessment, be it preliminary or subsequent, concerns important 
ethical issues. The aim towards a ‘common good’ in the assessment of a given 
study means that, in case of a multidisciplinary or interdisciplinary study, 
each stakeholder involved in the study must be taken into consideration 
(ESF, 2011).

Some studies show that part of the assessors accept and stand by the 
claim that ethics do not relate to assessment and that they have never 
encountered ethical problems in their work (Morris, 2015; Williams, 2016). 
At the same time, however, it must be taken into account that a well-fin
anced organisation or project can allocate enough financial resources for 
assessment (especially an interim one or a final internal or external one), 
while organisations with poor funding do not have this capacity. This 
would mean that the practice of research assessment is routine in those 
places where there is funding, not in the places where the assessment is 
most needed.

Concerning the study, the following four standards, which to a great 
extent correlate to the ethical principles, must be observed in assessment 
procedures:

• Usefulness – research assessments must address important issues, and 
the results expected or received must be clear and comprehensible. They 
should include reasonable recommendations if there is need of such.
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• There should be realism with regards to the implementation of a given 
programme and project, strategic measures, policies, etc. in relation to 
time and finances.

• Legitimacy – the assessments should comply with the respective prin
ciples and be institutionally accepted and recognised by the academic 
community.

• Accuracy – the information must be gathered, analysed, reported, and 
interpreted in an accurate and impartial manner.

The National Science Foundation (USA), NSF, postulates the following 
four principles in the assessment process: goodwill, trust, professionalism, 
and confidentiality.

Corporate  companies  invest  a  lot  in  compliance  and  ethics  training. 
According to Andrew Leigh, there are seven principles of ethics training 
which underlies its success and might be applied into research evaluation as 
well.

Source: Adapted from Leigh, 2015.

Ethics Evaluation EssentialsFigure 1.13:

7. Ethics in research evaluation

59

https://doi.org/10.5771/9783748937203-19, am 16.08.2024, 09:34:24
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748937203-19
https://www.nomos-elibrary.de/agb


Patton (2014) highlights that studies are something which informs science, 
while the assessment is something which is targeted at and supports the 
action itself. In reality, the differentiation between an assessment and a 
study is rarely that clear, especially with regards to mixed terms about 
the study of policies, study of the assessment process, or study of the 
application of results from a given research. The ones in support of the use 
of experimental methods in the assessment, especially randomised control 
studies, claim that the knowledge generated is more likely to be precise than 
approximate, but it is focused on a limited number of issues, and the period 
for generating it is a lot longer in comparison to the time that is needed to 
perform applied studies.

Naturally, the assessment process is only one of the factors which con
tributes to the final result (as studied by Anderson, 2014), but conditions 
for a distorting effect can be created on all aspects: from the formulation of 
questions to be the subject of assessment to decisions about the resources, 
methodologies applied, etc. Adherence to ethical principles supports as
sessors (and all stakeholders) in their work. Some authors propose a reas
onable compromise between the methodological rigor of the assessment 
process and the assessment itself as a form of knowledge which has to be 
discussed and used not only by people in positions of power but by the 
civil society as well. This is quite acceptable when there are a lot of active 
financial instruments and the specific expectations of each of them are 
varied.
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