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Introduction

Images can be powerful, exciting or incisive, appealing or appalling and 
therefore, sometimes controversial. Some images move us to act, some call 
for comments, and some leave us speechless. But some images can also be 
harmful. An encounter with certain images may disturb some or most of 
the people who see them. What has been seen cannot be unseen again. 
The circulation and accessibility of certain images may also be offensive to 
people who do not even feel offended themselves, but who, for certain rea
sons, do not want others to see those images, at least not unless they meet 
certain conditions. The accessibility of some images may violate legitimate 
interests – of the persons depicted in the image or of people who are not 
even depicted in the image but whose relatives, friends, idols or belongings 
are shown in a way they would not like to share with others, or in a 
way they find objectionable for some reason. There may also be economic 
or political reasons why some people do not want certain images to be 
freely accessible to anybody, or why they want to subject the availability of 
certain images to certain conditions.

Arguably, some of these reasons can be regarded as legitimate, while 
some may be contested. But how and according to which sets of criteria 
can we decide which of the reasons cited for limiting the production, 
distribution or accessibility of certain images ought to be accepted as legit
imate and which should be rejected – either in general, or at least under 
certain circumstances – to preserve some generally recognized, superior 
good? And how should we deal with conflicts about the circulation and ac
cessibility of certain images that cannot be resolved on common grounds?

Conflicts about the circulation and accessibility of certain images in
crease considerably with the spreading of digital media and communica
tion technologies, for obvious reasons: There are now exponentially more, 
and more diverse, images than ever before in human history. The number 
of people involved in making or taking images as well as the number 
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of automatically operating cameras have likewise increased in totally un
precedented ways. Digital computer networks allow images to circulate 
around the world in light speed on countless channels. Thus, they are now 
accessible to unprecedented audiences from most heterogeneous cultural 
backgrounds. The global circulation of images brings about countless occa
sions of cross-cultural short circuit experiences, when certain audiences 
take offence at images that were considered completely innocent, rather 
funny, or maybe daring, but definitively legal by those who produced 
them or by those who liked them and distributed them online because 
they wanted to share them with others.

The central question is: Who shall decide, according to which criteria, 
under which circumstances which images may or may not be shown? 
While it is certainly true that these issues are at the centre of any debate 
on the ethics of images, it is, however, rather surprising that it is hardly 
ever made explicit that all the activities deemed necessary to avoid or 
reduce conflicts about images – such as content moderation or some sort 
of regulation – inevitably involve some form of censorship.

Censorship

Censorship is a highly contentious issue. It has been contentious for 
centuries. It was officially abolished in most European states and in the 
so-called free world since the American and the French Revolution. How
ever, the process was lengthy and included severe set-backs and was not 
accomplished in most countries before the middle or even the end of the 
twentieth century. Yet, some sort of censorship was and continues to be 
executed in many countries most of the time.

I have previously argued that censorship “is not only the suppression 
of speech, public communication, or other kinds of expression or informa
tion … by the government or church authorities”. Rather, “censorship 
occurs whenever people, institutions or organizations succeed in imposing 
their political or moral values or particular interests on others by suppress
ing the circulation of certain words, images, or ideas that they find offen-
sive or otherwise objectionable”.1 Such a broad definition of censorship is 
useful and necessary given today’s fragmented and multi-layered political, 
sectarian and corporate powers.

II.

1 Ortland (2018) 129.
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Of course, it is important that state authorities do not directly and 
officially control the mass media in countries where democracy and the 
freedom of the press flourish. However, direct intervention by state author
ities is not the only kind of censorship to be concerned about. It does 
not help us very much if we may trust that the government will refrain 
from censoring the mass media, as long as other actors or agencies are 
legally entitled or even obliged to control and restrict the public circula
tion of certain types of information or expression, words, images or sound 
recordings. I think it is time that we face the reality of censorship and 
start a realistic discussion about the various types of censorship as well as 
the reasons why certain kinds of censorship are regarded as desirable and 
legitimate, at least under certain circumstances, while others are not.2

Most discussions about censorship focus primarily or exclusively on the 
interruption and suppression of communication, and on the prohibition 
of certain words, signs or images. These are the cases when conflicts about 
the right to communicate or to express oneself become most strikingly 
apparent. However, as we have learned from Foucault,3 it is important to 
understand that power is not necessarily and not even primarily repressive, 
but that it is always directed at certain positive goals: at influencing the 
way people behave, how they see things and what they regard as desirable 
or detestable. To understand the impact of censorship, we must be aware 
that in most cases the intervention of the censor does not lead to the 
suppression of objectionable content, but rather to the approval of all 
kinds of expression deemed acceptable.

Censorship is a filter. The purpose of any filtering is to separate the 
filtrate that can pass from the residue that is retained or extracted from 
the filtered mixture. Sometimes we filter because we are interested in the 
residue, usually we want the filtrate to be clear of certain stuff. Censorship 
is driven by a strong negative interest in certain types of expression that the 
censor – or those who have installed the censor – do not want to circulate 
in public. Yet the aim of censorship is not to retain large chunks of ongo
ing communication, but rather to direct people to use only expressions 
which can be expected to be acceptable under the censors’ critical eyes.

Thus, censorship can be regarded, in a way, as a special type of co-
authorship imposed on the primary author by a co-author who is typically 

2 For a discussion of different types of censorship see Jones (2001); Green/Karolides 
(2005); Mathiesen (2008); Ortland (2018) 129–136; Heldt (2019) §§ 9–12 and 19–
24.

3 Foucault (1975).
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absent and is perhaps not even a fellow human being but rather the anony
mous and elusive “powers that be”. The censor rarely discusses the wanted 
results with the primary author, but silently demands that the expression 
submitted by the author meets certain expectations to be approved.4 Under 
a censorship regime, authorship becomes shady and the expression, cor
rupt. People must learn to read, whatever they get to read, with double vi
sion. They distrust the surface, search for hidden meanings, try to guess 
what the author might have wanted to say but had to avoid or camouflage 
to pass the censorship filter.

Reasons for Censorship

Censorship is deeply ambivalent, neither always bad nor simply good. 
Obviously, censorship stifles free speech. It distorts the way we express 
ourselves (or whatever). It creates or reinforces power imbalances. And it 
channels, in often problematic ways, the stream of communication that is 
vital for each of us. We may be appalled by such distortions and power 
imbalances, and often rightly so. But then we must ask if we could really 
imagine a society that allows all kinds of expression – words, images, 
sounds and information about anything and anybody that anybody wants 
to share with others, or to throw at others – to circulate without any 
restrictions.

There are reasons why some kind of censorship is deemed necessary 
under certain circumstances. Some of these reasons are political and will 
always be controversial. As the saying goes, one person’s or state’s terrorist 
is another person’s or state’s freedom fighter.5 Other reasons are mainly 
economic, for example concerning the enforcement of copyright claims or 
trademarks.6 But there are, I think, also serious ethical or moral concerns, 
rooted in normative ideas about rights we think we have or ought to have, 
and in ideas about what is relevant for a good life, for men, women and 
children, living together more or less closely but not always peacefully. We 
must recognise and analyse these reasons,7 and figure out how they relate 
to the political and economic rationales that are also relevant for both the 
legitimacy, and the limits of legitimacy, of certain kinds of censorship.

III.

4 Steinhauer (forthcoming).
5 Ganor (2002).
6 Aufderheide (2020).
7 Ortland (2018).
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Even fervent advocates of free speech8 had to concede that some kinds 
of images, texts or other kinds of content that can be easily uploaded 
and thus made accessible to the public by virtually anybody at any time, 
can, indeed cause serious harm.9 Typical examples include depictions of or 
incitement to child abuse, graphic violence or cruelty, terrorist propaganda 
videos, hate speech and harassment.10 More controversial is whether state 
authorities or internet service providers should be entitled or even obliged 
to protect users from unwanted exposition to pornography, explicit adult 
content or other kinds of unwanted content regarded as spam.11 Further
more, online content moderation is already applied to large extents,12 and 
will undoubtedly be applied in the foreseeable future,13 not only to block 
or delete obviously illegal content of the types just mentioned, but likewise 
for primarily economic reasons, in order to enforce copyright and other 
types of intellectual property claims.14

All major social media platforms have developed so called “community 
standards” or “guidelines” that rule out making available any material 
that falls under these categories, and many have some other more specif
ic rules. Platform operators may be quite optimistically assuming that 
a considerable overlap exists between the policies of the large platforms 
and the applicable laws in the countries where these platforms offer their 
services, and also with our widely held ethical views. Besides broad areas 
of overlap, however, there are still relevant points where our ethical views 
might diverge. There are still differences between the applicable laws of 
different countries. Furthermore, there are differences between the laws of 
several countries and particular ethical claims either against or in favour 
of the public accessibility of certain kinds of images, and also between 
those particular laws and particular ethical convictions and the more or 
less uniform, “global” approach of the platform policies.

Indeed, we can no longer ignore that there are profound cross-cultural 
differences that make it very difficult to find a balance that will be accept
able in most societies. The question, then, is, of course, of how we are 
going to deal with such differences. Must we learn to avoid certain words 

8 Garton Ash (2016).
9 Waldron (2012).

10 Kabasfrooshan (2019).
11 Cf. e.g., Cambridge Consultants (2019) 31; see also Ortland (2018) 136–161 (with 

further references).
12 Gillespie (2018).
13 Sartor/Loreggia 2020.
14 Valais (2015); Bar-Ziv/Elkin-Koren (2017); Husovec (2018).
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and images that, for example, Muslims or Christian fundamentalists may 
find offensive? Or should they instead learn to respect, if not to embrace, 
liberal ideas about free speech?

Algorithmic Judgment and the Pragmatics of Pictorial Speech Acts

Even if we might someday, hopefully, arrive at widely shared criteria for 
legitimate and necessary distinctions between acceptable and unacceptable 
images, there will still be the problem of how these criteria should be 
applied to the vast amount of information and misinformation circulating 
on the internet. Three or four years ago, there were broad discussions 
in the news media about overburdened content moderators at Facebook 
and other social media platforms and the law enforcement officers who 
must watch hours of sickening material, mostly images or videos, every 
day. “As the amount of user-generated content that platform users upload 
continues to accelerate, it has become impossible to identify and remove 
harmful content using traditional human-led moderation approaches at 
the speed and scale necessary”.15

Will Artificial Intelligence sooner or later be able to solve this prob
lem? Perhaps it might cause even more severe problems than those it 
is supposed to solve. Obviously, there are serious problems concerning 
the accountability of anonymous and non-transparent algorithms making 
decisions that may affect people’s freedom of expression or other funda
mental rights.16 In order to sustain the rule of law, there will always be a 
need for human review and due process.17

But there are also considerable technical limits that need to be ad
dressed. With automated hash-matching, further advances in deep neural 
network computing, machine learning and artificial intelligence technolo
gy, algorithms can now perform certain pre-moderation tasks in sifting 
large amounts of data. In other words, they can significantly improve the 
training data and assist human moderation.18 It is important to note, how
ever, that the classification of images according to the applicable criteria 
for blocking as well as for unblocking certain kinds of content poses con

IV.

15 Cambridge Consultants (2019) 4.
16 Perel/Elkin-Koren (2017); Sinnreich (2018); Senftleben (2020).
17 Reinhardt (2020) 260–62.
18 For a brief summary of the technological development, see Cambridge Consultants 

(2019) 16–22; Jani/Chaudhuri/Patel/Shah (2020); Llansó/van Hoboken/Leerssen/
Harambam (2020).
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siderable challenges that no automated algorithm so far can overcome, and 
there are reasons why this problem cannot be solved by simply improving 
the approaches to AI that have so far been developed.19

Whether we like it or not – and whether we like to call it ‘censorship’20 

or not – I am afraid, algorithmic content moderation is here to stay. It has 
only evolved in recent years, but we may – and must – expect it to further 
increase and literally become pervasive.

Still, the automatic, algorithmic application of the criteria we (or who
ever gets to decide) want to see applied on the vast stream of images and 
other forms of content circulating online is a huge problem and will prob
ably remain a huge problem for any currently foreseeable future. Basically, 
this is the problem of judgment.21 Of course, there are many kinds of deci
sions, i.e., determining judgments in Kant’s sense,22 which do not pose any 
particularly difficult problems of judgment, and which can be delegated to 
more or less automatic algorithms. By now, automatic pattern recognition 
software can determine incredibly complex and subtle patterns in images, 
surfaces, 3D physical bodies, environments or continuous temporal forms 
better than human observers could. We rely on such algorithms every day 
in many ways.

Facial recognition is still a huge challenge. But then we are told that 
some algorithms are now much better at it than even the most attentive 
humans.23 Indeed, it is often difficult for most of us to recognize strangers 
merely from a photograph. Sometimes we wonʼt recognise even our close 
acquaintances if we encounter them in places where we did not expect 
them, or we mistake strangers for friends.

What is really difficult for pattern recognition algorithms to figure out, 
however, is the distinction between relevant and irrelevant context. Such 
distinctions require a different type of judgment than the simple ‘match’ 
or ‘no match’ distinction. Regarding images, the question of context goes 
beyond the problem of framing — what is or ought to be regarded as 
part of the picture, and what ought to be distinguished from the picture 
as belonging to its background or surroundings. We have probabilistic 

19 See Gorwa/Binns/Katzenbach (2020); Gillespie (2020); Castets-Renard (2020); 
Elkin-Koren (2020), from a constitutional law perspective and with an interest
ing suggestion for an “adversarial approach” by implementing “contesting algo
rithms”; Käde (2022).

20 Sirichit (2015); Cobbe (2019); Armijo (2020).
21 Cf. Kant (1790) A vii = AA V, 169.
22 Kant (1790) AA V, 179; Hanna (2017) suppl. 4.
23 Babcock (2015); Klosowski (2020); MacCarthy (2020).
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algorithms that can deal with such questions in many cases quite success
fully, and we are, indeed, so used to expecting the algorithms to work that 
we find it startling to see them fail. But artificial intelligence algorithms 
so far have not been particularly successful in cases that require reflective 
judgment in Kant’s terms,24 or sound inductive generalisations from very 
limited data.

With regard to images, the main difficulty for algorithms that are ex
pected to decide which images ought to be blocked or deleted concerns 
the pragmatics of “pictorial speech acts”,25 rather than the syntactics of 
visual configurations or typical forms of depiction. People can do very 
different kinds of things with the same or quite similar pictures. And 
pictures that can be used to do the same or similar things may look totally 
different from one another.

From the Google Transparency Report, we can see that algorithms for 
“automated flagging” have been relevant for 95 % of the removal or block
ing decisions. Apparently, “automated flagging” does not yet mean auto
mated blocking or deletion, at least not at Google. Rather, a workforce of 
some 10,000 employees occupied with censorship tasks at Google account 
for these decisions.26 Now, what kind of content can these automated flag-
ging algorithms recognise as probably illegal? Does this recognition work 
only with the help of a huge database of material marked for blocking for 
various reasons, from criminal law or hate speech regulations to the en
forcement of copyright claims? Or can the algorithm recognize, for exam
ple, on a probabilistic account previously unknown images that should be 
blocked because they fall under one of the categories like child pornogra
phy, incitement to violence or terrorism? Other questions that are going to 
remain relevant, as far as we can see, include: How much time would an 
average content moderator usually have to decide about a video? How of
ten does the judgement of human moderators differ from the preliminary 
assessment provided by the algorithm? And to what degree is the judgment 
process accelerated with the help of the automated flagging algorithms? 
These are only some of the questions that will obviously need to be dis
cussed when formulating an ethics of images in the light of censorship that 
invariably comes with it.

24 Kant (1790) AA V, 179–181.
25 Kjørup (1978), see also Scholz (1991) 123–130; Bredekamp (2015) 58–59.
26 Google (2020).
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