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Foreword:
Perspectives on platform regulation: models and limits

Monroe E. Price

These are startling times in the history of media and information regu-
lation. Existing frameworks fray as disruption becomes the rule. Societies
dispute the way to define freedom of expression and, in fear of disappear-
ing stability, emphasize the establishment of order. Authoritarian tenden-
cies capture what were often invented as technologies of freedom. In this
environment, governments, the tech companies, and civil society all are in
search of redesigning and thereby guiding basic organizing principles. This
book excavates, develops, examines and tests a basic concept — the platform
as a central mode for classifying thought about this century’s experiments
in regulating speech and information flows.

The very idea of “the platform” is intriguing. Platforms are a metaphor,
and a powerful one. The image can be of a performer-athlete ready to
make a perfect dive. Platforms can be sites for exclusive opportunities to
demonstrate and frequently, platforms can be defined through issues of
access. Platforms can be seized, hijacked and controlled or they can be
virtual common carriers. Often it appears as a locus that is neutral and
necessary for commerce in the commodity for which the platform accom-
modates trade. “Platform” has become a weighted term, an opportunity
for a wide variety of distinct approaches to regulation to be articulated,
legislated and implemented.

The concept of “platform” is appealing because it creates a category dis-
tinction (or the illusion of such distinction), one between content produc-
tion and distribution facilitator. Having and cultivating such a distinction
opens the opportunity — so welcome — for creative regulatory choices. The
distinction is necessary so as to allow zones of immunity from liability,
said to be critical in the development of social media and the Internet.
Distinguishing the platform from its users has had complex implications
for regulation of ownership in successive iterations of media and society.

The editors of this volume have, in fact, themselves created a platform —
a platform for competing designers of regulatory architecture in the field
of information and media to describe their findings and arguments. The
authors use debates about hate speech and its regulation as a broad case
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study of the variety of models and the omnipresence of limits on finding
a model that can operate in a variety of contexts. Providing a taxonomy of
possible regulatory choices, surveying conceptual models, is an important
contribution. The editors recognize the significance of observing models
as they operate in context. The volume takes the quite difficult step of
including descriptions of how various conceptual models fare in an array
of geographically distinct environments.

Implicit in the work that characterizes these pages is the recognition
of what might be called a “regulatory deficit.” In my view a regulatory
deficit exists where there is a well-founded societal desire for governmental
response to a social need, as yet unsatisfied, coupled with an appropriate
understanding of fundamental (including constitutional) limitations. The
treatment of hate speech is a useful example, of an area of regulatory
deficit as exemplified in this book. The problem of regulatory deficit exists
with respect to many chronic areas of crisis: terrorism, harsh political
polarization, disinformation and even the general issues of identity and
society. In each case, an often desperate search for government response
becomes an insistent demand for which a supply of near formulaic reme-
dies is produced. Much of the discourse here identified with platform
regulation deals with this problem of regulatory deficit. Of course, not
all such demand is owed respect and authors in this book often take a
dim view of asserted deficits. The challenge exists of refining the category
to measure a demand for regulation that is consistent with international
human rights norms and laws. But even this is problematic because it
does not necessarily recognize that those long established norms and laws
might themselves change and reflect newly deemed necessities for control.
Even the immutable sometimes mutates.

In all of this, in the intense culture of debate, collaboration, and ex-
perimentation, new patterns of global engagement in the construction
of changing regulatory paradigms are striking. Relevant is the relatively
plastic, yet liberating idea of the epistemic community: “a network of
professionals with recognised expertise and competence in a particular
domain and an authoritative claim to policy relevant knowledge within
that domain or issue-area."! Over time, the potential of such a community
has grown as a concept. What one might search for and cherish in epis-
temic communities is a psycho-social surplus, a quality beyond scholars
demonstrating a common view of a way of organizing knowledge. An

1 Peter M. Haas, Introduction: epistemic communities and international policy coordina-
tion (International Organization, 1992), 1.
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epistemic community becomes one that has developed shared views and,
among contests for primacy, advances them to realize further a common
goal or improve operation of an institution. These characteristics can be
seen among scholars working together to improve the understanding of
hate speech and the role of platforms. Peter Haas identified typical features
of such communities: a shared set of normative and principled beliefs; shared
causal beliefs between policy actions and desired outcomes; shared criteria for val-
idating knowledge; and a common enterprise, presumable out of the conviction
that human welfare will be enbanced as a consequence.”

Epistemic communities celebrate the coming together of scholars across
disciplines. The volume is the product of the Institute for Telecommuni-
cations and Media Law at the University of Muenster cooperating with
scholars at the University of Essex and the University of Helsinki. The pro-
cesses by which the volume was produced demonstrate what is required
for a modern epistemic community and the essays in this book exemplify
how emerging institutions benefit from the attendant interchange. The
(Facebook) Oversight Board grows and changes, often, in response to the
active sphere of experts engaged in blogging, writing, zooming, in short
bringing insights, viewpoints and expertise to a significant and jurispru-
dentially challenging project. All this cross-border discussion takes place in
a world still defining state sovereignty in an environment where technolo-
gies disrupt and industries transcend borders. It is an era of change, radical
system-wide change. And it is an era where effort is needed to retain basic
values of free expression in the face of geopolitical, technological, and
economic transformations. It is a time of extraordinary anxiety about the
project of regulation. And therefore it is a time where studies like those
provided here are so important.

2 Haas, Introduction, 3.
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Introduction

Judit Bayer, Lorna Woods, Bernd Holznagel

1989 - 2021

Online communication has developed tremendously over past decades. In
1989, two innovations created the World Wide Web: HTML, a hypertext
markup language, and HTTP, hypertext transfer protocol. These tools, and
the related user-friendly browsers provided easy access to the internet for
the general public. A rapidly growing offer of websites and services also
gave floor to the first legal disputes in a number of jurisdictions, which
raised the question: can intermediaries be liable for criminal content, or
content that is contrary to private or administrative law?

Notably, many of those landmark cases were related to early forms of
social media, such as Usenet (Godfrey v Demon!) and bulletin boards
(Stratton Oakmont v Prodigy?), or otherwise questioning whether the
website host takes responsibility for commissioned publications (Blumen-
thal v Drudge?).

The first legal rule applying to internet content was the Communica-
tions Decency Act of 1996, Section 230 of which is still subject to discus-
sion. The aim of the act was to regulate indecency on the Internet. While
those parts of that Act were struck down by the US Supreme Court in a
landmark ruling, Section 230 — which provides for intermediary immunity
in relation to content hosted - remained.*

The US legislation was relatively active in the period between 1996
and 2000, passing several laws for the protection of children, giving rise
to repeated constitutional rulings which annulled the whole or part of
some of these for violating the First Amendment. The Digital Millenium
Copyright Act introduced the notice-and-takedown regime as a method to
deal with copyright infringement. Similarly, the European Union passed

1 Godfrey v. Demon Internet Service (2001) QB 201.

2 Stratton Oakmont, Inc. v. Prodigy Services Co., 23 Media L. Rep. 1794 (N.Y. Sup.
Ct. 1995).

3 Blumenthal v. Drudge, 992 F. Supp 44 (D.D.C. 1998).

4 Reno v. American Civil Liberties Union, 521 U.S. 844 (1997).
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the E-Commerce Directive in 2000 according to which intermediaries
enjoy immunity from suit provided they either did not know about the
content complained of or acted expeditiously once on notice. While there
are differences between the approach in the EU and the US (and again
in other jurisdictions), with the assumption of some form of immunity, it
looked like the responsibility of online service providers had been settled
in a satisfactory way, giving room for development, but also providing for
removal of content where the law provided so.

The mentioned laws are still in effect, even though the development of
technology has long overhauled the structure of the 1990’s for which they
were tailored. The first social network sites were already there from 1996
on, and gained popularity as broadband connection penetrated households
after the millenium: Six Degrees, 1996, Wikipedia in 2001, Friendster in
2002, MySpace, LinkedIn, Hi5 in 2003 and Facebook, 2004. During these
years, the first attempts with mobile internet were also traceable, but
they spread relatively slowly, due to the unattractive user interfaces in the
first internet-enabled mobile phones. Meanwhile, the 3G network which
enabled faster mobile internet connection, got launched in 2001 in Japan,
2002 in the US and 2003 in EU. The breakthrough happened in Japan
around 2004, when software, user interface and other consumer-friendly
features were combined to enable rapid access to the open internet. Mobile
internet rapidly spread on the heavily regulated Japanese market, which
was, however, isolated from the global trend. The international debut of
mobile internet as we know it today, came when Apple’s iPhone was
released in 2007 (on June 29 in the US and on November 9 in the EU). The
real ,smartphone revolution” was enabled by other producers that pro-
duced cheaper hardware and software.” The penetration of smartphones
and mobile internet opened a new era of how people used the internet.

These landmark steps from several areas were needed to get from the
early internet to today’s smart-phone dominated platform-based commu-
nication culture. Parallel innovations contributed to the accelerated devel-
opment that occurred in telecommunication technology, hardware and
software technology, and online services. Broadband enabled the use of
images and sound. Platforms made publishing content a convenience to
any lay person even without literacy. And mobile internet put the whole
world into the pocket of every teenager — and made online presence a

5 Bloomberg. “The Smartphone Revolution Was the Android Revolution”. Aug 6,
2019. https://www.bloomberg.com/graphics/2019-android-global-smartphone-gro
wth/.
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uniquely personal, even intimate experience, a place where the social,
personal and business life of the individual are blended.

This change occurred in little more than a decade, and legal regulation
did not follow through. The E-Commerce Directive’s logic reflected the
pre-platform age, where providing access, hosting and content could be
clearly separated. The new service package provided by platforms did
not fit. While the Directive seemed to provide immunity for third party
content, provided that it was removed upon notice, courts did not apply
this rule on platform intermediaries like eBay or a newspaper’s comment
section.®

Platforms grew and proliferated, to become dominant actors which con-
nect and aggregate supply and demand in all areas of economy and society,
from sale and tourism, to dating sites. The mediating role that they do is
comparable to a traditional agency, but incomparable in the volume and
speed with which the third party information is aggregated, categorised,
and ordered to generate a personal offer for the other party. Platforms got
access to all-inclusive information about their users: not only their social
network, or shopping habits, but their business decisions, fear-generated
searches, their whereabouts and many more became accessible information
for personalised advertising and content offer.

This mind-boggling system operates on a legislative framework that
has responded to the needs of the word-wide-web, the pre-broadband and
pre-smartphone age.

In 2016, the potential of social media as an instrument has been demon-
strated globally, and it became widely accepted that social media is able to
make a global impact on real-life social processes, like elections. As it was
later revealed, the US election campaign was infiltrated by disinformation
actions and intentional manipulation.” The same was exposed regarding
the political campaign preceding the Brexit referendum.® Both democratic
decision-making events were regarded as a rupture to the ,genuine” demo-
cratic processes and have been heavily investigated. Large research and

6 Judgment of the CJEU Loréal v. eBay, C324/09, EctHR judgment Delfi v. Estonia,
App.No. 64569/09, June 16, 2015.

7 116™ Congress Senate Report of the Select Committee on Intelligence US Senate
on Russian Active Measures Campaigns and Interference in the 2016 US Election.
Volume 2. Russia’s Use of Social Media With Additional Views. https://www.intell
igence.senate.gov/sites/default/files’documents/Report_Volume2.pdf.

8 House of Commons, Digital, Culture, Media and Sport Committee. Disinforma-
tion and ‘fake news’: Final Report. 18 February 2019. https://publications.parliame
nt.uk/pa/cm201719/cmselect/cmcumeds/1791/1791.pdf.
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policy efforts have been made to reveal who was responsible, and how
to find an appropriate solution to online harms. Facebook’s responsibility
was also raised by the United Nation for enabling incitement to hatred, in
regard of the regrettable Rohingya genocide by Myanmar.” The COVID-19
related surge of mis- and disinformation gave yet another impetus to the
research and policy initiatives of social media responsibility.1°

What happened on 6 January 2021 may be regarded as another land-
mark event. The leaving incumbent US President used his social media
channel to express his sympathy towards a violent movement attacking
the Capitol. After years of exceptional treatment, his account was suspend-
ed at Twitter, Facebook and Instagram for violation of the Community
Standards. The event demonstrated that social media communication can
contribute to accelerate violence, and gave new impetus to the debate on
the boundaries of online free speech, as well as the role of social media
platforms.

In view of these impacts of social media on society, no surprise that in
the past years, instruments to counteract these possible undesirable effects
have been considered around the globe. Hardly a week goes by without
reports about the introduction of new measures whether it addresses an
ancillary copyright (Australia), anti-trust measures including unbundling
(USA) or effective measures against disinformation and hate speech (Cana-
da). Against this background, researchers obviously take up the develop-
ment and sense (global) trends of legal development in this area.

In December 2020, the European Commission issued two draft laws:
the Digital Market Act, and the Digital Services Act. These aim to pro-
vide a basic legal framework for platform economy and the platform com-
munications environment. Prior to this, the European Commission has
fought hate speech and disinformation with various soft instruments, in
particular with induced self-regulation, where the European Commission
set the goals, convened the industry actors and let them draw up and
sign their Code of Practice against Disinformation. The self-assessments

9 UN Human Rights Council Report of the independent international fact-finding
mission on Myanmar. A/HRC/39/64. https://www.ohchr.org/Documents/HRBod
ies/HRCouncil/FFM-Myanmar/A_HRC_39_64.pdf. ,Facebook has been a useful
instrument for those seeking to spread hate.”

10 Wunderman Thompson, The University of Melbourne and Pollfish, World
Health Organization (WHO). “Social Media & COVID-19: A Global Study of
Digital Crisis Interaction among Gen Z and Millennials. Key Insights.” https://cov
id19-infodemic.com/assets/download/Social_Media_COVID19_Key_Insights_Do
cument.pdf.
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of the Code’s implementation have been published by the Commission
and evaluated by the European Regulators’ Group for Audiovisual Media
(ERGA).'! Even though self-regulation proved less effective than hoped,
there seems to be no room for strict legislative intervention because of
the complexity of these areas. The goal is to design a stricter cooperation
between the industry and the Commission as well as national authorities,
amounting to co-regulation. This would include that the Commission will
facilitate the drafting of the Code, and regularly monitor and evaluate
the achievements and its objectives (read more on this in 1.2. by Jan
Kalbhenn).

This volume collects a variety of perspectives, representing a geograph-
ical diversity, and drawing inspiration from various sectoral approaches.
The editors believe that such a discussion can provide an advantage in the
drafting process, which may prove to be a long road.

The structure of this book

The idea of this book developed gradually. The first idea emerged in a
café in Munster, whose name preserves the memory of the Westphalian
Peace Treaty (1648). The idea has further developed and expanded as the
second and third wave of the global pandemic limited all contact to online
conferences. This ironically allowed us to widen the planned scope of the
workshop series, and integrate researchers from other continents as well.
Papers which report about the specific perspectives of the regulatory needs
in Japan, Taiwan, Russia and the African continent provide an invaluable
insight to understand global processes. The first chapter of the volume
includes papers which discuss the regulation of online platforms from
wide, systemic perspectives. The first paper attempts to shed light on how
the extent of platforms’ freedom and competence in defining their own
rules and deciding about content moderation is perceived, through court
decisions and legal instruments. It argues that it would be of primary
importance to define platforms’ role and responsibility in the communica-
tion chain, realising their unique role in aggregating and ranking content.
The following papers discuss and analyse the legislative initiatives from
three large jurisdictions. Jan Kalbhenn’s writing analyses the European

11 ERGA Report on disinformation: Assessment of the implementation of the Code
of Practice. https://erga-online.eu/wp-content/uploads/2020/0S/ERGA-2019-report
-published-2020-LQ.pdf.
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Union’s draft Digital Services Act, with special regard to its rules regarding
very large online platforms. Lorna Woods describes the systems approach
and the idea of ,Statutory Duty of Care”, and Sarah Hartmann introduces
the debates and policy developments in the US around a reform of the
existing legislative framework. The final two papers address innovative
approaches to social communication: the writing of Jorg Becker, Bernd
Holznagel and Kilian Miiller discusses the interoperability of messenger
services. This might be a step as decisive as the milestones listed in the
first part of this introduction were. The final paper of the first chapter by
Marten Schultz critically explores the Facebook Oversight Board.

The second chapter departs from the usual transatlantic perspective, by
including four reports on platform regulation from Taiwan, Japan, India
and Latin-America. Taiwan keeps its eyes on the transatlantic legal devel-
opment and is a favoured hub for the online industry. China’s proximity
adds a special flavour to its democratic regulatory intentions. The paper
by Kuo Wei Wu, Shun-ling Chen and Poren Chiang provides the reader
an understanding of this complexity. The Japanese regulatory approach
takes the multi-stakeholder view, relying on self- and co-regulation. An
overview along with a historical context is provided by Izumi Aizu. India
has passed a new regulatory regime in 2021, addressing ethical guidelines
for intermediaries and the digital media. This, in the context of freedom
of expression is introduced by Siwal Ashwini. The chapter is closed with
samples of platform regulation from Latin-American states, with a special
focus on copyright by Maria L. Vazquez, with co-authors Maria Carolina
Herrera Rubio and Alejandro Aréchiga Morales.

The third chapter examines theme-based regulation of certain aspects
of online platform communication. The first and the second paper both
explore the media law approach. Bernd Holznagel and Jan Kalbhenn in-
troduce and analyse the amended German Media State Treaty which —
as a first in the globe — provided for pluralism measures also for social
media platforms. This media regulation takes a comprehensive view to
sustain a diverse media sphere, with a special place in it for public broad-
casters. Canada, at the time of writing this book, was discussing a new
broadcasting legislation, which addressed the streaming services, among
others. Michael Geist writes about the bill and the relating controversies
in the legal discourse, in particular regarding issues with competition and
freedom of expression. The UK, beyond a developing systemic regulation
of platforms that has been discussed in chapter 1, also addresses new
media with a variety of sectoral laws. These legal concepts, such as data
protection, with its implications in advertising law and child protection;
competition and consumer protection are elaborated by Lorna Woods.

18
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The topical discourse in Russia is concerned about finding a balance be-
tween the protection of personal data and allowing commercial use of big
data, as written by Juliya Kharitonova and Larissa Sannikova.

Hate speech and disinformation have been the major triggers for policy-
makers’ reaction in the past decade. In comparison to previous concerns
like pornography, copyright and terrorism, this was more difficult to
compartmentalise. Hate speech and disinformation have infiltrated the
political discourse and impacted social harmony. The basic structure of
societies’ and of democratic operation are now at stake. Hate speech and
disinformation share the feature that they are at the verge of legality. They
are often context-dependent and cannot easily be judged. Some states are
more tolerant in dealing with these than others. According to the case
law of the European Court of Human Rights, falsity alone is not a suffi-
cient reason to restrict freedom of expression, unless there is a legitimate
aim, such as the reputation of others. Restriction of commercial content
was found more acceptable by the Court, however, the Court also held
that it would be unreasonable to restrict freedom of expression only to
generally accepted ideas in a sphere in which uncertainty reigns, which
is also the case in relation to the COVID-19 infodemics. The regulation
of hate speech shows perhaps the largest divergence around jurisdictions
among other types of content. In the past five years, both phenomena
entered loudly the highest political circles. This prominence enables a
more intense impact and reduces the chances for successful regulation.
Chapter 4 addresses hate speech, and Chapter § disinformation in various
states.

Canadian regulation is discussed in the first chapter: in the fourth, its
hate speech legislative process is introduced. It is proving harder than
anticipated to strike the balance between freedom of expression and the
protection of minorities. Richard Janda’s article introduces the existing le-
gal framework, the various policy options and recommends ways to depart
from a platform business model that serves to amplify extreme content.

Germany has pioneered the fight of illegal hate speech with its Net-
work Enforcement Act. Despite initial criticism, the law is operative
and has been amended twice to extend user rights and enable a tighter
regulatory control. Maximilian Hemmert-Halswick provides a thorough
description and analysis of the law’s operation, relating controversies and
amendments.

In the global south, hate speech and its suppression both can cause trou-
bling consequences. Giovanni di Gregorio and Nicole Stremlau discuss
with a fresh look how internet shut-downs are employed for censorship,
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and take on the perspective of international law and the humanitarian
doctrine to frame information interventions.

International human rights law is explored also by Jacob Mchangama
in his essay on over-censorship under the pretext to fight hate speech,
with particular focus on South-Africa. With a big geographical leap, we
get to Finnish online hate speech. Discriminative online harassment is
becoming a social problem that chills the freedom of expression of its
victims. A close scrutiny by Piivi Korpisaari and Kristiina Koivukari of
the possibilities of further criminalisation concludes that the principles of
freedom of expression and of criminal legal guarantees do not leave room
for further restriction. Enni Ala-Mikkula examines whether the Finnish
labour rules provide guidance to employers to protect their employees
from online hate speech.

The fifth chapter discusses the measures in the fight against online
disinformation. Trisha Meyer and Alexandre Alaphilippe provide an in-
valuable account and overview of the self-regulatory responses applied by
platforms as a response to the global infodemic. Elda Brogi and Konrad
Bleyer-Simon examine disinformation in the light of media pluralism.
They introduce the results of the Media Pluralism Monitor in this area,
describe the European Digital Media Observatory’s activity in relation to
disinformation, and discuss European policy solutions. As the last episode
in the volume, Ang Peng Hwa and his co-author Gerard Goggin present
the counter-disinformation regulation of Singapore and its application.
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Rights and Duties of Online Platforms

Judit Bayer

Abstract: One of the two extreme ends of regulatory approaches to on-
line platforms treats platforms as independent governors of speech, the
other treats platforms as mere conveyors of third-party content. This pa-
per highlights regulatory provisions and court cases that represent one or
the other extreme. However, it ultimately found that the approaches are
mixed and some instruments, like the draft Digital Services Act, combine
both approaches consciously. While the different approaches may not be
reconcilable in all cases, umbrella approaches, such as competition law and
international human rights law, may set a higher-level framework to bring
more consistency.

Keywords: online platforms, human rights, content governance, modera-
tion, Digital Services Act, horizontal effect of human rights.

Chapter 1. Introduction

In the recent decade, social media platforms have gained influence over
the public discourse across the globe. Their operation impacts various
human rights, primarily freedom of expression and the right to informa-
tion, but also others like privacy, dignity, the right to free elections, and
potentially more.

These private actors do more than just transmit content; with their
moderating, ranking, prioritising, and targeting actions, they govern and
tailor the public discourse.! This activity is built into their design, and they
could not operate without performing some form of selection and rank-
ing. In addition to the strictly necessary moderation, further ‘optimising’

1 Tarleton Gillespie, Custodians of the Internet: Platforms, Content Moderation,
and the Hidden Decisions That Shape Social Media (New Haven: Yale University
Press, 2018).
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is carried out to maximise advertising revenues, increase user engagement,?
and maintain a civilised communicative environment. Thus, they govern
content through their infrastructural design on the one hand and their
moderation choices on the other.

They do so without being bound by human rights safeguards or ac-
countable for their tailoring actions.> The largest social media platforms
make considerable efforts to increase their transparency, cooperate with
policymakers, and publicly impress that their content moderation choices
are governed by moral values. However, when it comes to conflicting
human rights, deciding whether content is legal or not becomes more
complex. Often, this question can be answered relatively easily (copyright,
terrorism, child abuse), although there are borderline cases and controver-
sies even in these fields. One of the most cited examples of social media
censorship concerned the photograph that became known as the ‘Napalm
girl’, showing desperate people running from obvious traces of a (Napalm)
bomb attack, among them a naked female child. The removal of this
picture attracted considerable public outcry and closer scrutiny of the
moderation principles.* Other types of illegal content cannot be interpret-
ed without knowing the context, such as violation of reputation or certain
forms of hate speech, and are more difficult to judge.

There is a variety of approaches to liability for third-party content
around the globe, depending partly on the subject matter of the content
or on the legal branch, but all provide a certain level of immunity. The
American approach provides platforms with immunity for third-party
content without conditions® (except if the subject matter is copyrighted

2 Hannah Schwir and Qayyah Moynihan, ,Instagram and Facebook are intentional-
ly conditioning you to treat your phone like a drug”, Business Insider, 5 April
2020, hteps://www.businessinsider.com/facebook-has-been-deliberately-designed-to
-mimic-addictive-painkillers-2018-12.

3 Rikke Frank Jorgensen and Lumi Zuleta, “Private governance of freedom of ex-
pression on social media platforms: EU content regulation through the lens of
human rights standards,” Nordicom Review 41 no. 1 (2020): 51-67, https://doi.org/
10.2478/n0r-2020-0003.

4 Tarleton Gillespie, Custodians of the Internet: Platforms, Content Moderation,
and the Hidden Decisions That Shape Social Media (New Haven: Yale University
Press, 2018), 7. See also: Kate Klonick, “The Most Important Lesson from the
Leaked Facebook Content Moderation Documents,” Slate.com, June 29, 2017,
https://slate.com/technology/2017/06/the-most-important-lesson-to-learn-about-face
book-content-moderation.html.

5 Communications Decency Act (CDA) 1996, § 230.
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content when the notice-and-takedown regime applies).® The European
E-Commerce Directive’ provides conditional exemptions from liability.
The Digital Services Act (DSA)? has followed this approach, requiring the
removal of illegal content. It has also developed procedural safeguards
partly following the example of the German Network Enforcement Act
(NetzDG).?

However, the real question, and the focus of this article, is the extent
of platforms’ freedoms regarding lawful content. What do they really do
and is that activity subject to any legal regulation? The draft Digital Service
Act defines ‘online platforms’ as hosting providers which also disseminate
content (Article 2.h) DSA). The word ‘disseminate’, however, does not
accurately reflect the content organising activity that platforms do; they
rank, prioritise, deprioritise, and label content. Ironically, this organising
activity is the main service platforms provide, beyond mere hosting of con-
tent, and it is precisely that which makes them so unique. Unfortunately,
this activity is currently not transparent and there is no accountability for
platforms.!® The draft Digital Services Act does not seem to change this.
It merely provides for compulsory self-regulation in the field of lawful
but harmful content and other risks. Similarly, the Audiovisual Media
Services Directive has provided that video-sharing platforms should adopt
and apply pro-active self- and co-regulatory schemes to tackle harmful
content (Article 28b AVMS Directive).!!

Deprioritising or labelling and other forms of moderation are based on
platforms’ community guidelines. While these softer methods interfere less
with the individual human right to free expression, they equally interfere
with the public discourse. There is “a right to speech, but no right to
reach”, meaning the freedom is no guarantee that content reaches a high
number of users. This catchy phrase disguises a critical aspect of social
media platforms’ power. First, if a dominant market player chooses to

6 Digital Millenium Copyright Act (DMCA) 1998.

7 Directive 2000/31/EC of the European Parliament and of the Council of 8 June
2000 on certain legal aspects of information society services, in particular elec-
tronic commerce, in the Internal Market ('Directive on electronic commerce').

8 Digital Services Act amending Directive 2000/31/EC COM/2020/825 final.

9 Netzwerkdurchsetzungsgesetz - NetzDG (2017), https://www.gesetze-im-internet.
de/netzdg/BJNR335210017.html.

10 (Commercial platforms like eBay etc., provide more transparent ranking criteria
to their users than social media platforms.)
11 Audiovisual Media Services Directive, Directive 2010/13/EU.
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deprioritise an item of content, it effectively suppresses it.!? With this, the
platform will have interfered with the right to freedom of expression of the
individual speaker (whether this is relevant in the light of the horizontal
effect of human rights will be discussed in Chapter 3.b). Second, when
such deprioritising is done on a large scale and/or over a long period of
time, its accumulative effect has a potential to damage public discourse
which impacts societies” democratic processes.

Whether and how the community standards and algorithmic modera-
tion of giant social media platforms influence the public discourse — for
example, by pushing some items onto the agenda and suppressing others
— is not subject to supervision or accountability. The draft Digital Services
Act envisages a co-regulatory scheme to provide for, at a minimum, consul-
tation in setting the goals (Article 35 DSA). Whether the declared goals are
fulfilled would be the subject of transparency requirements, but without
legal consequences.

Chapter 2. The regulatory frames of platforms’ powers

To what extent should platforms independently decide on content stan-
dards, including what should remain and receive attention online and
what should be suppressed or removed? Should it be a platform’s privi-
lege to define content standards and the agenda, and govern the public
discourse, similarly to traditional media companies? We are witnessing
this happening; it has organically developed this way. The comparison
with traditional media companies is tempting but inaccurate in several
aspects. First, social media platforms do not publish their own content,
and their users are not paid journalists representing the media companies’
agenda. Still, with the help of algorithms, companies can prioritise those
views they would like to promote. Second, the largest online platform
companies reach and engage massively more people than traditional news-
papers or broadcasters.!? The largest newspaper company in the United
States (US), based on circulation, reached just over 8.59 million persons

12 Molly K. Land. “Toward an international law of the internet”, Harvard Interna-
tional Law Journal 54, no. 2 (2013): 393.

13 “Top 10 U.S. Newspapers by Circulation”, Agility PR, last modified January 2021,
https://www.agilitypr.com/resources/top-media-outlets/top-10-daily-american-new
spapers/.
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in 2020, slightly less than the largest single newspaper in the world,
Yomiuri Shimbun, with 9.1 million subscribers in the same year.!s There is
no aggregated data on the reach of international newspaper corporations,
such as the Murdoch empire. In any case, it is hard to compete with Face-
book’s 190 million users in the US and 2.7 billion active users globally.1¢

As a consequence of a series of policy decisions, or more likely of their
absence, social media lacks accountability. In contrast, traditional media,
particularly broadcasting, is subject to significant restrictions regarding
content, advertising, and in several countries, ownership. Current regula-
tory attempts in the United Kingdom (UK) and the European Union (EU)
seek to find the middle road and acquire a certain level of supervision over
content regulation decisions without making platforms accountable for
individual content items. However, advertising and ownership regulation
is not currently on the legislative agenda.

Online platforms might be further compared to cable or satellite com-
panies (distributors) which are also subject to legal restrictions in selecting
content to be transmitted, as well as their contracting conditions with
the end-users. Differences again lie in the providers of content (media
companies as responsible publishers in the case of distributors, and lay
persons in the case of social media) and the volume of content. Moreover,
platforms have a greater potential to govern the display of content than
distributors.

This paper examines the relationship between social media platforms’
freedom to govern content and the state’s regulatory intervention into this
freedom. From a comparative perspective, I set the hypothesis that two
schools of thoughts (and policy approaches) exist, which represent the two
ends of a spectrum:

a) Less freedom to platforms: they are supposed to convey content and
only remove what they are obliged to by law, i.e., illegal content. They
must respect procedural rights and — in an extreme interpretation of
the limits — do not enjoy unlimited freedom in defining their Terms
of Services, which must respect consumer protection principles, if not

14 “Leading newspaper companies in the United States in 2020, by total circulation”,
Statista, June 2020, https://www.statista.com/statistics/234685/leading-newspaper
-companies-in-the-us-by-total-weekday-circulation/.

15 “Top Daily Newspapers in the World”, Infoplease, last modified April 16 2020,
https://www.infoplease.com/culture-entertainment/journalism-literature/top-ten-t
op-daily-newspapers-world.

16 “Facebook by the Numbers: Stats, Demographics & Fun Facts”, Omnicore, last
modified January 6 2021, https://www.omnicoreagency.com/facebook-statistics/.
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fundamental rights. In other words, they might be obliged to carry cer-
tain content and be prohibited from removing it. This almost treats plat-
forms as common carriers of content that is protected by the right to
freedom of expression.

b) Wider freedom to platforms: they enjoy unconditional immunity for
third party content and freedom to govern their premises, and can
thereby practically regulate users’ speech.

During my research, I found that these two categories are not entirely dis-
tinct. Further, some court decisions or policy instruments carry elements
of both schools. Analysis of these might contribute to a crystallisation
of platforms’ rights and scope of competence in the formation of public
discourse.

Ultimately, the investigation boils down to two simple questions. Who
has the upper hand in forming the informational environment: platforms,
users, or governments? And what needs to be done to create a balanced
division of power, bearing in mind that the rights of one platform user
often conflict with those of another user?

To shed light on the underlying legal concepts that may inform this
debate, I will explore the developing discussion about the horizontal effect
of human rights on private enterprises. There is agreement that states are
obliged to ensure the enjoyment of human rights, but this agreement
does not include private enterprises. However, an emerging debate can
be observed among academic authors and international bodies in this
respect, advocating for a more inclusive interpretation of the human rights
obligations of private enterprises. This debate will be examined below.

The paper primarily focuses on the European Union with a comparative
analysis of relevant case law and legislation, most notably from Germany
and the United States. International and self-regulative norms are also
drawn into the analysis.

Chapter 2.a. Stricter interpretation of platforms’ roles and responsibilities

According to my hypothesis, a stricter interpretation of platforms’ free-
doms sees platforms’ competences limited to the deletion of illegal con-
tent. This section of the paper will discuss a collection of laws and deci-
sions representing this strict approach towards platforms’ roles.

According to this approach, legislative instruments may limit platforms’
freedom in defining which content to carry and which to remove or
deprioritise. A typical manifestation of the strict policy approach towards

30



https://doi.org/10.5771/9783748929789
https://www.nomos-elibrary.de/agb

Rights and Duties of Online Platforms

platforms’ responsibility is the German Network Enforcement Act (Net-
zDG). This orders online platforms to remove, upon notification, content
that violates the Criminal Code’s listed hate speech prohibitions within a
short deadline. Large online platforms are obliged to create a procedure
for removal which respects users’ procedural rights and are subject to
transparency obligations, including reporting on their activities.!” (More
on this law can be seen in this volume by Hemmert-Halswick).

The other side of the coin is to oblige platforms to also carry certain
content. For example, the German new media law provision in the Ger-
man Media Treaty (MStV) prohibits platforms from discriminating against
journalistic content.!® Furthermore, the draft DSA provides for crisis pro-
tocols to be created by very large online platforms and facilitated by the
European Commission (Article 37). These would include, among others,
“displaying prominent information on the crisis situation provided by
Member States’ authorities or at Union level”. Currently, there are other
crisis communication measures within the European body of laws in the
realm of cybersecurity incidents! and food safety.?’ However, even taken
together, these measures fall short of a legal obligation for any provider to
carry messages or to prioritise them.

Another element of the strict approach to regulation would be that
platforms should carry a/l lawful content without discretion, as held by the
Higher State Court (Oberlandesgericht, OLG) Minchen and confirmed
by the OLG Berlin.?! The Court held that Facebook was not allowed to
apply a stricter standard than the state; therefore, comments that were not
illegal were not to be deleted. This was considered an obligation arising
from Facebook’s Terms of Service (TOS) as opposed to the Constitution.
The TOS violated the principle of good faith when it stated that the
platform may remove any content. Additionally, the fact that Facebook
alone decided whether a post violated its guidelines was contrary to the

17 NetzDG (2017), https://www.gesetze-im-internet.de/netzdg/BJNR335210017.
html.

18 German Media State Treaty (MStV), § 94.

19 Commission Recommendation (EU) 2017/1584, 22-23.

20 Commission Implementing Decision (EU) 2019/300 of 19 February 2019 estab-
lishing a general plan for crisis management in the field of the safety of food and
feed, Annex I, (Title 2, paragraph 5) “Dissemination of key messages via social
media and other tools (specific webpage for example) including, when necessary,
the EFSA Communication Experts Network)”.

21 OLG Minchen, 24.08.2018 - 18 W 1294/18, NJW 2018, 3115; LG Berlin,
16.01.2018 - 16 O 341/15, GRUR-RR 2018, 372.
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Civil Code, which provided for equal rights of the contracting parties.??
Blocking the user account was interpreted as a unilateral termination or
suspension of the contract, which is generally unlawful.?® In a similar
decision against Twitter, the OLG Dresden Court found that Twitter’s
TOS, which said that they might revise their TOS from time to time, was
unlawful.?* In the Court’s view, this could mean that they can change any
rule, even the free nature or provision of their services. Importantly, the
German Civil Code includes clear limitations on the content of General
Terms and Conditions,> among which unilateral amendment of the terms
is invalid.26

Besides, the content in the Twitter case was not illegal; it was satirical.
Therefore, even if it violated the TOS, it was covered by freedom of expres-
sion. The OLG Dresden Court later held that the ‘indirect third party
effect’ or indirect horizontal effect of fundamental rights, an established
principle in German constitutional law (see more on this below), should
ensure that satirical expressions do not result in a deletion of the account.
Although this horizontal effect does not directly oblige private entities to
ensure fundamental rights in relation to other private entities, it should
ensure a certain level of respect in civil law relationships, particularly
regarding the general terms and the ambiguous legal terms of civil law.?”
With this argumentation, the OLG Dresden went further than the OLG
Minchen, which established its verdict on the Civil Code’s provisions
on equal rights of the parties and limitations of the General Terms and
Conditions.

In another case, the Regional Court of Frankfurt held that the blocking
and deletion of a statement is not justified if the statement is covered
by freedom of expression.?® The court referred to the indirect third-party
effect of fundamental rights. In this case, Facebook had removed a political

22 BGB [German Civil Code] (87% edition, 2021), § 241 para. 2.

23 R. Schwartmann and R. L. Mihlenbeck, ,NetzDG und das virtuelle Hausrecht
sozialer Netzwerke“ (2020) ZRP, 170.

24 LG Dresden, 12. 11. 2019 — 1a O 1056/19, MMR 2020, 247; OLG Dresden,
07.04.2020 - 4 U 2805/19, MMR 2020, 626.

25 BGB, §305-310.

26 BGB, § 308, no. 4-5.

27 J. Merck, “OLG Dresden: Twitter darf Accounts nicht ohne ausreichenden Grund
sperren®, LHR, June 29 2020, https://www.lhr-law.de/magazin/social-media-recht/
olg-dresden-twitter-darf-accounts-nicht-ohne-ausreichenden-grund-sperren/.

28 LG Frankfurt am Main, 14.05.2018 - 2-03 O 182/18, MMR 2018, 545.
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opinion that did not amount to hate speech and suspended the user’s
account for 30 days.?

In other judgments, the German courts found that Facebook’s commu-
nity guidelines adequately respected human rights principles.’® Despite the
positive findings in favour of the platform, this signals an anticipation that
if platforms fail to adequately respect human rights, their decisions will be
invalidated. Therefore, these cases are also relevant to the “strict” approach,
albeit they represent a more relaxed expectation than that permitting the
removal of illegal content only: if there is general respect for human rights,
then even lawful content may be removable.

However, German jurisprudence regarding the human rights obliga-
tions of platforms is not consistent, as demonstrated by a 2021 case de-
cided in Braunschweig at first and second instances.?! The court of first
instance declared that as an operator of a social network with considerable
market power, Facebook owed an enhanced duty to respect fundamental
rights. It held that the basic legal content of the fundamental rights should
also prevail in private law, particularly the general clauses and other terms
that need to be interpreted in light of the fundamental rights. Therefore,
the terms of the contract should be interpreted in an opinion-friendly
manner. At the same time, it also recognised Facebook’s fundamental
rights to pursue business and to property (Articles 12 and 14 of the Ger-
man Basic Law) and held that Facebook was not obliged to publish all
expressions of opinion without discretion, even if they were protected by
freedom of expression. However, the content in question in the said case
did not amount to hate speech, and the removal was therefore unjustified.
Yet the appeal court disagreed; it denied that Facebook has a heightened
obligation to respect fundamental rights or that its guidelines would need
to be interpreted in an opinion-friendly manner. Moreover, it held that
even state authorities are not required to provide a means for expressing
and disseminating opinions. Certainly, there is no such obligation for pri-

29 The translation of the removed opinion is: “The pseudo-left T is a warmonger first
class! Wasn't it this hate speech that recently whistled that you were about to go
bankrupt? NO LOSS! is my opinion!”

30 OLG Karlsruhe, 25.06.2018 - 15 W 86/18, NJW 2018, 3110; LG Heidelberg,
28.8.2018 -1 0 71/18, MMR 2018, 773.

31 OLG Braunschweig, 05.02.2021 - 1 U 9/20, decision of second instance court,
preceded by the first instance decision of LG Braunschweig, 11.12.2019 - 9 O
4199/18. The statement in question was: “Den Schrott versenken, das ist ein
illegales Schlepperschiff!” translated as “Sink the scrap, this is an illegal tugboat!”
in response to the news headline: “Private rescue ship “Aquarius” returns to the
Mediterranean off Libya.”

33



https://doi.org/10.5771/9783748929789
https://www.nomos-elibrary.de/agb

Judit Bayer

vate companies. The Appeal Court statement that Facebook does not even
have a dominant position in the dissemination of opinions demonstrates
the level of controversy. The Appeal Court explained that the basic rights
are not directly applicable between private parties but only have indirect
third-party effect in private law. Finally, it found that the incriminating ex-
pression amounted to hate speech, and the removal was justified.

This leads us to the second chapter which examines the more relaxed
approach towards platforms’ responsibility, allowing them more freedom
to decide.

Chapter 2.b. Wider freedom to platforms

From this angle, state interference is undesirable and private governance
more trustworthy. Social media platforms are regarded as legitimate gover-
nors of their premises and users’ expressions. The clearest manifestation
of this is Section 230 of the Communications Decency Act of the United
States or, more specifically, its “Good Samaritan” provision. The rule pro-
vides immunity to any actor for the speech of third persons, even if they
moderate the content for reasons of decency.?? Subsection (c) (2) explicitly
says “whether or not such material is constitutionally protected”, by which
it presumes that constitutionally protected material may also be removed
or restricted. Platforms are free to carry illegal content without risk of
being liable (until a court order or a specific act** obliges them to remove
it), and they are free to remove lawful content, similarly. This freedom
is even more robust in light of the state action doctrine®* according to
which private institutions do not have constitutional obligations, only the

32 CDA §230. (c) (1) “No provider or user of an interactive computer service shall
be treated as the publisher or speaker of any information provided by another in-
formation content provider.” (c)(2) “any action voluntarily taken in good faith to
restrict access to or availability of material that the provider or user considers to
be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise ob-
jectionable, whether or not such material is constitutionally protected.”

33 The Digital Millenium Copyright Act provides for the takedown of copyrighted
content upon notice.

34 Stephan Jaggi, “State Action Doctrine”, Oxford Constitutional Law, last modified
October 2017, https://oxcon.ouplaw.com/view/10.1093/law-mpeccol/law-mpeccol
-e473; see also: “State Action Requirement”, LLI, https://www.law.cornell.edu/we
x/state_action_requirement.
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state does.>> Some US policy experts question this convenience in the hope
of gaining more control over platforms.?® The debate encompasses the
two competing views discussed in this paper. One argument is that with
freedom should come responsibility,3” however, control would furnish the
government with power over speech, which is another cause for concern
and contrary to American First Amendment tradition.

Under this more liberal approach, it is clear that platforms have the
freedom to decide about content removal, content prioritising, deprioritis-
ing, and labelling according to their own standards (whether transparently
or not is another question). However, it is still unknown whether this
competence would also include curating content or generating their own
content. ‘Curated’ content presents walled gardens meant to provide con-
trolled, trustworthy information to the public. This was used by Twitter,
Facebook, Mozilla and TikTok in the fight against the COVID-19 infodem-
ic to present authentic scientific information to the public. This curated
content — which has features of a digest or a magazine — represents a ser-
vice different from the usual activity of ranking and prioritising. Selecting
and presenting the content in one bundle includes editorial decisions. As
a response to the pandemic, these can be regarded as extraordinary, crisis-
related content offers.?® The question is, does this practice have a place

35 Amelie Heldt, “The President and Free Speech: Consequences of Twitter's Fact-
Checking Indication”, Internet Policy Review, June 4, 2020, https://policyreview.i
nfo/articles/news/president-and-free-speech-consequences-twitters-fact-checking-in
dication/1483.

36 Ilya Banares, Rebecca Kern and Naomi Nix, “Facebook, Twitter, Google CEOs
Split Over Social Media’s Shield”, Bloomberg, March 24 2021, https://www.bloo
mberg.com/news/articles/2021-03-24/zuckerberg-supports-section-230-reform-a
head-of-house-hearing. Among others, the conservative Chairman of the Federal
Communications Commission, Ajit Pai — the same person responsible for erasing
the rule on network neutrality in the US — supports the plan to limit Section 230’s
scope. Jessica Guynn, “Trump vs. Big Tech: Everything you need to know about
Section 230 and why everyone hates it”, USA Today Tech, https://eu.usatoday.co
m/story/tech/2020/10/15/trump-section-230-facebook-twitter-google-conservative
-bias/3670858001/.

37 Spelled out by Nancy Pelosi, Speaker of the House in an interview: “But I do
think that for the privilege of 230, there has to be a bigger sense of responsibility
on it”. https://www.vox.com/2019/4/12/18307957/nancy-pelosi-donald-trump-twit
ter-tweet-cheap-freak-presidency-kara-swisher-decode-podcast-interview.

38 See also in: Judit Bayer, Bernd Holznagel, Katarzyna Lubianiec, et al., “Disin-
formation and propaganda: impact on the functioning of the rule of law and
democratic processes in the EU and its Member States , 2021 update®. http://www
.europarl.europa.eu/RegData/etudes/STUD/2021/653633/EXPO_STU(2021)65363
3_EN.pdf
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outside (the pandemic) crisis? If yes, this would bring online platforms’ ser-
vices a big step closer to that of media providers. Facebook News services
are, similarly, a type of content aggregation that has been selected and
promoted by the platform.? Questions of responsibility and accountability
for these remain.

An extreme interpretation of this liberal approach has been taken re-
garding search engines in the US40 It has been argued that Baidu, or
Google, have First Amendment rights to select and edit the search results
of their users.

This selection and sorting is “a mix of science and art” and a way of
“how each search engine company tries to keep users coming back to it
rather than to its competitors”.#! In this logic, it is entirely users’ risk
whether the search results are trustworthy. The monopolistic status of
search engines may provide a new perspective. Liability for generating
own content is less ambiguous; platforms would bear content providers’
liability (rather than hosting providers’ only). Proposed measures under
the draft Digital Markets Act (DMA)#* would prohibit gatekeepers from
giving their own content priority in the ranking (Article 6.1.d. DMA), but
gatekeepers would nevertheless still be allowed to provide such services.

German case law also provides examples for this more liberal approach.
Their main line of argument is that platforms’ TOS may set the “house
rules” of the company as a result of their freedom of entrepreneurship
(Article 12 of the German Basic Law). Those rules may depart from the
Constitution and may restrict content that would otherwise be protected
by the right to freedom of expression.®* These rules should, however,

39 Facebook News, ‘Introducing Facebook News’.

40 Eric Goldman, “Of Course The First Amendment Protects Baidu’s Search Engine,
Even When it Censors Pro-Democracy Results”, Forbes Cross-Post (blog), Tech-
nology and Marketing Law Blog, March 28, 2014, https://www.forbes.com/sites/e
ricgoldman/2014/03/28/of-course-the-first-amendment-protects-baidus-search-engi
ne-even-when-it-censors-pro-democracy-results/’sh=1d21a62b4ec8.

41 Eugene Volokh and Donald Falk, “Google — First Amendment Protection for
Search Engine Search Results”, UCLA School of Law Research Paper No. 12-22,
April 10, 2012, http://dx.doi.org/10.2139/ssrn.2055364.

42 Proposal for a Regulation of the European Parliament and of the Council on
contestable and fair markets in the digital sector (Digital Markets Act) (2020),
https://eur-lex.europa.eu/legal-content/en/TXT/?uri=COM%3A2020%3 A8420%3AF
IN.

43 OLG Karlsruhe, 28.02.2019 - 6 W 81/18, NJW-RR 2019, 1006; LG Frank-
furt/Main, 10.09.2018 - 2-03 O 310/18, MMR 2018, 770; See also: Daniel Holz-
nagel, “Put-back- Anspriiche gegen soziale Netzwerke: Quo vadis?”, (2019) 8 CR
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still be subject to the German Civil Code, which provides for principles of
fairness concerning general TOS (see above). Their respective market pow-
er impacts the evaluation of the TOS, as monopolistic companies owe a
higher level of responsibility to provide fair conditions. This brings us to
the enhanced responsibility of those companies whose services are compa-
rable to a public function (see below).

Chapter 3. The bigger picture

As mentioned, the two schools of interpretation are not strictly separate
in reality. Systemic-level regulatory approaches would be able to connect
them, acting as an umbrella. One umbrella approach is infrastructural
regulation (3a). The other is the emerging interpretation of the direct
applicability of international human rights (3b). Both perspectives under-
stand online platforms to be uniquely powerful actors of the global market
and are therefore expected to apply primarily to very large market players.

Chapter 3.a. Infrastructural regulatory approach

Infrastructural regulation may serve as a bridge between the two schools
of interpretation. Legal acknowledgement of some platforms’ dominant
status on the market leads to passing rules on interoperability and regulat-
ing the contracting terms of these actors. In the European Union, the
Digital Markets Act has gone this direction by defining ‘gatekeepers’ and
imposing on them the obligation to apply fair contractual terms with their
business users (Article 5-6 DMA). There is discussion of treating platforms
as public utilities in the US, comparing them to a range of industries, from
railroads to certain media outlets, in the position of a gatekeeper.** This
perspective may lead to antitrust considerations and rules of interoperabili-
ty.
This approach may not appear to relate directly to content regulation
and users’ rights; however, the search for the appropriate role of online

35, no. 8 (2019): 518-526; Matthias Friche, “Loschen und Sperren in sozialen
Netzwerken”, NJW 73, no. 24 (2020): 1697-1702.

44 Nikolas Guggenberger, “Essential Platforms”, Yale Law & Economics Research
Paper 24, no. 2 (2020): 237-343, https://ssrn.com/abstract=3703361 or http://dx.doi
.0rg/10.2139/ssrn.3703361.
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platforms is a search for the appropriate power balance in a market where
private corporations control access to services that are becoming vital to so-
ciety. Not only are broadband internet, finances, and e-commerce vital,
but so is participation in online communities. The market power and
monopoly status of a service provider have a crucial impact on users not
only as consumers but also as citizens. It directly affects their fundamental
right to receive and impart information (Article 10 ECHR, Article 11
Charter of Fundamental Rights of the European Union, Article 19 IC-
CPR).

Chapter 3.b. Horizontal effect of human rights

The analogy to public utilities also raises questions about contracting
obligations. For example, are online platforms entitled to ban anyone
permanently from their services? A German court assessed this question
and found that Facebook has no obligation to conclude a contract, even
if they are in a monopolistic position.*¢ However, their dominance may
impact how the Terms of Services are judged (see above). In another case,
the Constitutional Court found that where excluding a user from services
would significantly influence that user’s social participation, the service
provider may only do so under certain conditions and when respecting
safeguards. Among these, the service provider must respect the right to
a fair trial, allow a hearing and give reasons for decisions. This ruling
related to a ban from sports establishments for extremist behaviour, and it
is undecided whether it applies to platform media as well.#”

Suspension of a user account has become a central issue after Facebook
and Twitter suspended the account of US President Donald Trump for
posts that were regarded as inciting violence during an attack on the Capi-

45 K. Sabeel Rahman, “The New Ugtilities: Private Power, Social Infrastructure, and
the Revival of the Public Utility Concept”, Cardozo Law Review 39, no. 5 (2018):
1621-1692.

46 LG Gorlitz, 29.11.2019 - 1 O 295/19 EV, MMR 2020, 196; OLG Dresden,
16.06.2020 - 4 U 2890/19, MMR 2021, 58.

47 Judgment of the German Constitutional Court, BVerfG, 11.04.2018 - 1 BvR
3080/09, Stadionverbot, NJW 2018, 1667.
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tol.#8 The much-debated decision was referred to the Facebook Oversight
Board for a decision on its lawfulness.

The Facebook Oversight Board was established by the largest social
media platform to interpret and decide standards for the platform. The
platform commissions the Board members, but its organisation is indepen-
dent. The Charter of the Board stipulates its competences and defines
the extent of Facebook’s obligation to follow its decisions.*’ Thus, the
quasi-authoritative body gives the impression of independent oversight,
supported by the diversity and competence of its members, but it is in fact
part of the platform’s voluntary self-regulation. (See a critical analysis of
the construction by Marten Schultz in this volume).

In its decision about Donald Trump,’° the Board found that the deci-
sion to suspend his account was justified. However, the terms of contract
and Community Standards of the platform provided for either definite-pe-
riod suspension or ultimate exclusion from the platform. Suspension for
an indefinite period, in the absence of criteria defining whether and when
the account will be reinstated, violated these terms and standards. The
Board did not overrule Facebook’s decision on the merits of suspension
but instead referred the case back for review and gave principles to guide
the new decision. 3!

When discussing the roles and obligations of platforms to their users,
the question of whether platforms are subject to human rights obligations
inevitably emerges. The Facebook Oversight Board relies on principles
of public international law in its decision-making. Facebook asserted it
is bound by the UN Guiding Principles on Business and Human Rights
(UNGPs) in March 2021. Additionally, the Board also referred to the
Rabat Plan of Action, General Comment No. 34 of the Human Rights
Committee (2011), and the UN Special Rapporteur’s report on freedom of
opinion and expression A/HRC/38/35 (2018).

48 “The Capitol Attack Was the Most Documented Crime in History. Will That
Ensure Justice?”, Time, 9 April 2021, https:/time.com/5953486/january-capitol-att
ack-investigation/.

49 Oversight Board Charter, https://about.fb.com/wp-content/uploads/2019/09/overs
ight_board_charter.pdf.

50 Decision 2021-001 FB-FBR, https://www.oversightboard.com/decision/FB-691QA
MH].

51 Judit Bayer, “The Power of Softness, The Trump Decision of the Facebook Over-
sight Board”, Inforrm's Blog, May 11, 2021, https://inforrm.org/2021/05/11/the-po
wer-of-softness-the-trump-decision-of-the-facebook-oversight-board-judit-bayer/.
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German jurisprudence has a clear stance on this issue. Since the Liith
case,>2 German Basic Law is held to have an indirect effect on individuals
as third parties in relation to private entities (indirect third-party effect).
This has been reinforced by several decisions, as cited above, which de-
clared that online platforms, although not directly bound by the Basic
Law, should respect its principles on fundamental rights.’> However, the
exact extent of this legal requirement has not yet been conclusively dis-
cussed.’* Hungarian constitutional case law also holds that the state has
a positive obligation to ensure the necessary conditions for democratic
public opinion to remain operative,’® for example, through public service
media.’¢

In contrast to the European approach, the US posits that private entities
are not bound by the Constitution as a result of the state action doctrine.’”
With a few exceptions,’® the US courts generally reject the idea that private
entities would be bound to respect human rights.>®

International human rights bodies take the view that states are obliged
to ensure the protection of human rights even vis-a-vis private entities.
This means that individuals are entitled to seek redress against perceived
violations by private entities. Therefore, states owe a responsibility under
international law to prevent, punish and remediate human rights viola-
tions by private entities.®’ Jorgensen and Zuleta argue that the UN appears

52 BVerfG, 15.01.1958 - 1 BvR 400/51.

53 LG Frankfurt/Main, 10.09.2018 - 2-03 O 310/18, MMR 2018, 770; , LG Frank-
furt/Main, Beschluss vom 14.05.2018 - 2-03 O 182/18, MMR 2018, 545; see also
BVerfG Luth-Urteil, 15.01.1958 - 1 BvR 400/51, NJW 1958, 257.

54 Jorn Reinhardt and Melisa Yazicioglu, “Grundrechtsbindung Und Transparen-
zpflichten Sozialer Netzwerke”, Den Wandel Begleiten - IT-Rechtliche Heraus-
forderungen Der Digitalisierung, 2020, 819.

55 Hungarian Constitutional Court, 30/1992. (V. 26.).

56 Ldszl6 Majtényi, Mdté Szabd, Alkotmdnyjog (E6tvos Kdroly Kozpolitikai Intézet,
2005). https://regi.tankonyvtar.hu/hu/tartalom/tkt/alkotmanyjog/index.html

57 Amélie Heldt, “Trump's Very Own Platform? Two Scenarios and Their Legal
Implications”, JuWissBlog, January 11, 2021, https://www.juwiss.de/03-2021/.

58 Marsh v. Alabama, 326 U.S. 501 (1946), https://supreme.justia.com/cases/federal/u
§/326/501/; PruneYard Shopping Center v. Robins, 447 U.S. 74 (1980), https://sup
reme.justia.com/cases/federal/us/447/74/.

59 See this in detail by: Amélie Heldt, “Merging the Social and the Public: How
Social Media Platforms Could be a New Public Forum” Mitchell Hamline Law
Review 46, no. 5 (2020): https://ssrn.com/abstract=3460067.

60 UNHR Committee, General Comment no. 31. The nature of the general le-
gal obligation imposed on state parties to the Covenant, (CCCPR/C/21/Rev.1./
Add.13) 2004, para. 8 (p.54-55).

40



https://regi.tankonyvtar.hu/hu/tartalom/tkt/alkotmanyjog/index.html
https://www.juwiss.de/03-2021/
https://supreme.justia.com/cases/federal/us/326/501
https://supreme.justia.com/cases/federal/us/326/501
https://supreme.justia.com/cases/federal/us/447/74/
https://supreme.justia.com/cases/federal/us/447/74/
https://ssrn.com/abstract=3460067
https://regi.tankonyvtar.hu/hu/tartalom/tkt/alkotmanyjog/index.html
https://www.juwiss.de/03-2021/
https://supreme.justia.com/cases/federal/us/326/501
https://supreme.justia.com/cases/federal/us/326/501
https://supreme.justia.com/cases/federal/us/447/74/
https://supreme.justia.com/cases/federal/us/447/74/
https://ssrn.com/abstract=3460067
https://doi.org/10.5771/9783748929789
https://www.nomos-elibrary.de/agb

Rights and Duties of Online Platforms

to foster the view that human rights standards apply to companies. Rather
than owing direct responsibility, however, their obligation is akin to the
“risk assessment” method (see below). ¢!

The Council of Europe takes a pro-active attitude in this respect. Un-
der the European Convention on Human Rights, states are obliged to
prevent, protect, and remediate human rights violations by private entities.
Moreover, the Committee of Ministers is occupied with the issue of the
human rights responsibilities of private corporations. In its 2012 Recom-
mendation on the Protection of Human Rights with Regard to Social
Networking Services, the Committee called upon online intermediaries
to “respect human rights and the rule of law” by implementing self- and
co-regulatory mechanisms, including procedural safeguards and accessible,
effective remedies.? Further, it explicitly referred to the UN Guiding
Principles in its 2014 Recommendation as a guide to human rights for
Internet users, and suggested that platforms should respect the standards
of the European Convention on Human Rights (ECHR) in their content
removal, deletions and suspensions of user accounts.®® The EU Charter
of Fundamental Rights also seems to have horizontal effect, as shown by
a decision of the Court of Justice of the European Union (CJEU)% and
academic authors.®’

Under the European Court of Human Rights (ECtHR) case law, states
have a positive obligation to actively promote pluralism in society and the

61 Rikke Frank Jergensen and Lumi Zuleta, “Private Governance of Freedom of
Expression on Social Media Platforms”, Nordicom Review 41, no. 1 (2020): 51—
67, https://doi.org/10.2478/n0or-2020-0003.

62 Recommendation CM/Rec (2012)4 of the Committee of Ministers on the Protec-
tion of Human Rights with Regard to Social Networking Services.

63 Recommendation CM/Rec (2014)6 of the Committee of Ministers on a guide
to human rights for Internet users suggests that platforms should respect the stan-
dards of the ECHR in their content removal and account for removal decisions, at
53.

64 Joined cases C-569/16 and C-570/16 Stadt Wuppertal v. Maria Elisabeth Bauer
and Volker Willmeroth v. Martina Brofonn, Judgment of 6 November 2018,
discussed by Dorota Leczykiewicz, “The Judgment in Bauer and the Effect of the
EU Charter of Fundamental Rights in Horizontal Situations”, European Review
of Contract Law 16, no. 2 (2020): 323-333, https://doi.org/10.1515/ercl-2020-0017.

65 Eleni Frantziou, “The Horizontal Effect of the Charter of Fundamental Rights of
the EU: Rediscovering the Reasons for Horizontality”, European Law Journal 21,
no. 5 (2015): 657-679, https://fra.europa.ecu/en/node/35696.
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media.®® This positive obligation extends to ensuring an environment that
is favourable to freedom of expression.”

States also have a positive obligation to ensure respect for private life
(Article 8 ECHR).®® In the context of social media, privacy includes auton-
omy in developing one’s social life and online persona, in being seen by
others as one chooses to be seen.®? However, not all interferences with
individual human rights involving online intermediaries would trigger
states’ positive obligations.”

In sum, there is growing academic literature and court practice concern-
ing the horizontal effect of human rights owed by companies, including to
respect the rights of individuals. However, its exact interpretation is still in
development.”!

Chapter 4. Conclusion

Online platforms fulfil a new role in e-business and public communication
with significant new characteristics that differentiate them from previously
known industry actors. The content ranking, recommending, prioritising,
and deprioritising choices of these platforms are currently not addressed
by legal rules, even though these decisions have a major impact on users’
online experiences. Commercial platforms’ activity affects economic pro-

66 Tarlach McGonagle, “The Council of Europe and Internet Intermediaries: A Case
Study of Tentative Posturing”, in Human Rights in the Age of Platforms, 242.
Edited by Rikke Frank Jergensen and David Kaye. Cambridge, MA: The MIT
Press, 2019.

67 McGonagle, (2019) cites: Dink v. Turkey, nos. 2668/07 and 4 others, September
14, 2010.

68 Marckx v Belgium App, no. 6833/74, S. A No 31 [31] (1979), Pordevi¢ v Croatia
App. No. 41526/10 ECHR 2012-V [87]-[88] (2012).

69 See more in: Lorna Woods, “Social media: it is not just about Article 10” in: The
Legal Challenges of Social Media, edited by David Mangan, Department of Law,
Maynooth University and Lorna E. Gillies, Edinburgh Napier University, UK,
Elgar Law, Technology and Society series, 2017.

70 McGonagle, (2019) cites: ECtHR, 2017. Tamiz v. the United Kingdom, No.
3877/14 (2017), para. 82-84. and Pihl v. Sweden, No. 74742/14 (2017).

71 See more on this: McGonagle, (2019), Agnes Callamard, “The Human Rights
Obligations of Non-State Actors” in Human Rights in the Age of Platforms, 191,
edited by Rikke Frank Jergensen and David Kaye. Cambridge, MA: The MIT
Press, 2019; see also: Gunther Teubner, “Horizontal Effects of Constitutional
Rights on the Internet: A Legal Case on the Digital Constitution”, The Italian
Law Journal 3, no. 1 (2017): 193-205.
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cesses, whereas social media platforms affect communicative processes.
The latter directly impacts the public discourse and, therefore, the demo-
cratic processes.

This paper has compared two regulatory approaches. One leaves de-
cisions regarding content governance entirely to the platform. At its
extreme, platforms are free to moderate content and remove lawful or
carry unlawful content without governmental supervision or interference
(notwithstanding judicial orders) (US, CDA 230). In its more moderated
form, platforms owe a duty of care but are free to decide how they fulfil
this duty of a well-maintained platform (UK, Statutory Duty of Care, see
more in this volume by Lorna Woods).

The other approach would define rather precisely what type of content
is to be removed or moderated and, in its extreme, would not tolerate
the removal of lawful content. However, this extreme version is seen only
sporadically. In reality, the approaches are mixed. For example, the EU’s
Digital Services Act provides for the removal of illegal content upon notice
and sets out obligations to respect procedural rights in the notice and
removal process. It orders platforms to carry out risk assessments and
mitigate risks in a co-regulatory framework (EU, DSA).

Viewed critically, platforms act either as regulators themselves or as
vectors of state regulation. The first case raises the suspicion of private
censorship, whereas the second attracts the criticism of states’ outsourcing
censorship.”?

Finally, the paper examined how private entities can become directly
responsible for human rights: by the horizontal effect of human rights and
an enhanced responsibility due to their market dominance or, perhaps, by
obtaining a public utility status.

In a search to find the best option to ensure the — sometimes conflicting
— human rights of users are respected, we find ourselves between a rock
and a hard place, having to decide whether we prefer regulation by the
state or by private actors.

With political accountability in a democratic system, a state would be
better equipped to regulate in a field interwoven with fundamental rights
sensitivities. However, this is unpractical in many ways due to the vast
amount of content, cultural diversity of users, and fast development of

72 Marc J. Bossuyt, Guide to the "Travaux préparatoires" of the International
Covenant on Civil and Political Rights, Leiden, Dordrecht: Martinus Nijhoff,
1987, 385. See also: Molly K. Land (2013) “Toward an International Law of the
Internet”, Harvard Law Review 54, no. 2 (2013): 393, 445; see also: Callamard
(2019).
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technology. Further, in many authoritarian states, online platforms bring a
fresh breeze of liberalism and ensure freedoms that could not otherwise be
exercised.

Online social participation has become an indispensable necessity for
many. Like so many achievements of civilisation, from clean water to edu-
cation, it is possible but not desirable or acceptable for one to live without
access to social platforms. However, the unregulated and unaccountable
power of online platforms may lead to arbitrary decisions affecting citizens
in ways that are seen as disproportionate.

There is one agreeable point between the various approaches: the stan-
dards pledged by online platforms themselves are contractual terms, or
“house rules”, and should be abided by as a minimum.
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European Legislative Initiative for Very Large
Communication Platforms

Jan Christopher Kalbhenn

Abstract: In December 2020, the European Commission published its
drafts for a Digital Services Act and a Digital Markets Act. With this
legislative project the Commission introduces new regulations for the
content moderation and market behaviours of very large online platforms,
especially social networks. In addition to fixed requirements for all online
platforms, due diligence requirements are also introduced for very large
online platforms. This is intended to protect a wide range of legal interests,
including public health, civil society discourse, or effects in connection
with elections. This would also allow the Commission to push for further
targeted measures in relation to hate speech, as well as disinformation un-
der certain conditions and in the event of non-compliance with the rules
of the Digital Services Act. It is possible that specifications on the interface
design and algorithm architecture of the platform could be tailored to
individual platforms.

Keywords: online platform; Digital Services Act; Digital Markets Act; con-
tent moderation; due diligence; media law; disinformation; hate speech;
risk assessment and risk mitigation; design specifications; recommender
system; social media; advertisement.

Chapter 1. Europe-wide regulation of digital platforms

The effects of the internet and platform economy were recently analysed
by the media scientist and philosopher Joseph Vogl. His verdict is tren-
chant and drastic. From the rule of the financial markets to the new net-
work giants to the dynamized opinion industry, lies a trail of destruction.
Democracy, freedom and social responsibility are being damaged. In the
digital age, new forms of entrepreneurial power have emerged that over-
write democracy with their own evaluation logic. Tech companies would
intervene ever more massively in the decision-making of governments, so-
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cieties and economies across national borders.! The European Commission
has also taken a look at the impact of the platform economy and the domi-
nance of individual tech companies. Following the 2018 General Data Pro-
tection Regulation and the 2019 Copyright Directive, the Commission pre-
sented another legislative package for the internet in December 2020.2 The
draft Digital Markets Act contains competition rules for gatekeepers. The
draft Digital Services Act contains media law requirements for platforms
to protect fundamental rights on online platforms. Both sets of rules set
particularly far-reaching specifications for especially large platforms. The
Commission is thus also addressing the problem of hate speech and disin-
formation, not least in response to national go-it-alone measures such as
the German Network Enforcement Act and the State Media Treaty.? Deci-
sion-making practice on abuse of dominant market positions by dominant
platforms is also given legal form.

This article shows how the Commission intends to ensure protection of
fundamental rights on large platforms and guarantee fair competition by
holding very large platforms in particular to account and in doing so also
imposing requirements on the architecture of the algorithms and design of
platform interfaces.

Chapter 2. Digital Services Act and Digital Markets Act

Chapter 2.a. Background

In December 2020, the European Commission presented the European
Action Plan for Democracy.* This is a catalogue of measures to be imple-

mented over the entire term of the current Commission. The Commis-
sion's overarching goal is to empower citizens and build more resilient

1 Joseph Vogl, Kapital und Ressentiment, 2021.

2 List of EU Regulatory Instruments on Digital Platforms see Annex to this Article.

3 Another law with references to media law platform regulation is the Commission's
proposed Al Act, See Kalbhenn, Jan ,Designvorgaben fiir Chatbots, Deepfakes und
Emotionserkennungssysteme: Der Vorschlag der Europdischen Kommission zu
einer KI-VO als Erweiterung der medienrechtlichen Plattformregulierung®, ZUM —
Zeitschrift fiir Urbeber- und Medienrecht, No. 8/9 (2021).

4 European Commission, Communication from the commission to the European
Parliament, the Council, the European Economic and Social Committee and the
Committee of the Regions, on the European democracy action plan, Brussels,
3.12.2020.
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democracies across the EU. Specifically, free and fair elections are to be
promoted, media freedom expanded, and disinformation combated. In it,
the European Commission states that the ‘digital revolution’ has changed
democracy. In the digital realm, it is fundamentally challenging to enforce
the law, and there are concerns about the transparency and accountability
of online platforms. As concrete measures, the Commission announced
uniform legislation on these issues across Europe. Many of the issues raised
have so far been addressed through non-binding voluntary commitments
and codes of conduct. These measures, for example in the area of hate
speech and disinformation, were generally viewed positively. However,
not least because of national solo efforts in regulation of online platforms
such as social networks, the Commission has also recognized the need to
achieve EU-wide harmonization of application of the law. For example,
Germany, France and Austria already have or are planning initial laws to
combat hate speech on social networks.® Germany has also already enacted
the first media law regulations for communication platforms.

A similar picture emerges in competition law. In recent years, the
European Commission has increasingly conducted proceedings against
the major platform companies and has regularly found abuse of market
power.” National antitrust authorities in the Member States have also
made high-profile decisions in this area, such as the German Federal Cartel
Office prohibiting Facebook from combining user data from its Facebook,
WhatsApp and Instagram services.?

With both draft regulations — the Digital Markets Act and the Digital
Services Act — the Commission has initiated the legislative process. The EU

5 Maximilian-Hemmert-Halswick “Lessons learned from the first years with the Net-
zDG” (chapter in this book); these laws are also criticized for violating the princi-
ple of origin laid down in Art.3 E-Commerce Directive. According to this, the
place of establishment is decisive for an online company in legal terms and the re-
spective member state is responsible for enforcing the law. The EU was forced to
react to these developments and national advances with the Digital Services Act
and to bring order to the legal system.

6 Bernd Holznagel and Jan Kalbhenn "Media law regulation of social networks”
(chapter in this book).

7 Andreas Grinwald, “Big Tech-Regulierung zwischen GWB-Novelle und Digital
Markets Act”, MMR - Zeitschrift fiir IT-Recht und Recht der Digitalisierung, No. 12
(2020).

8 German Federal Cartel Authority, Case Summary, Facebook, Exploitative business
terms pursuant to Section 19(1) GWB for inadequate data processing, 15 February
2019, https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallbericht
e/Missbrauchsaufsicht/2019/B6-22-16.pdf?__blob=publicationFile&v=4.

49



https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsaufsicht/2019/B6-22-16.pdf?__blob=publicationFile&v=4
https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsaufsicht/2019/B6-22-16.pdf?__blob=publicationFile&v=4
https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsaufsicht/2019/B6-22-16.pdf?__blob=publicationFile&v=4
https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsaufsicht/2019/B6-22-16.pdf?__blob=publicationFile&v=4
https://doi.org/10.5771/9783748929789
https://www.nomos-elibrary.de/agb

Jan Christopher Kalbhenn

has decided to propose the legislative acts in the form of regulations. These
laws would apply directly in all Member States of the European Union af-
ter a transition period, as also applied to the General Data Protection
Regulation (GDPR). As a result, the Digital Services Act and the Digital
Markets Act would supersede the previously applicable law in their areas
of application in favour of uniform regulation. However, there is still a
long way to go before the final text of the regulation is adopted.

Chapter 2.b. Regulatory targets

The Digital Service Act (DSA) has two main purposes. On the one hand,
creation of uniform rules for all Member States is intended to promote
the — digital — single market.” Another objective is to ensure protection of
EU citizens' fundamental rights on the internet.!® This primarily involves
protection of freedom of expression, protection of the personal rights of
those affected by hate speech, and protection of freedom of information.

The Digital Markets Act (DMA) is also intended to impose harmonised
rules on central platform services throughout Europe by way of a regu-
lation, thus ensuring competition and fair digital markets throughout the
Union in which gatekeepers operate. 1!

Chapter 2.c. Focus on very large platforms

To achieve these goals, the Digital Services Act creates a comprehensive
set of regulations for the online economy and addresses intermediaries.
Media law regulations are also created or supplemented in the process. The
draft follows the principle of graduated responsibility. The decisive factor
is initially how "close" the intermediary is to the content and to which
group the content is made accessible. Only rudimentary obligations apply
to companies that are solely responsible for infrastructure or temporary
intermediate storage, such as internet access providers. Extended obliga-
tions apply to hosting services such as cloud and web hosting providers.
The Digital Services Act imposes strict requirements on online platforms.
These are defined very broadly as hosting service providers that allow

9 Art. 1sec. 1 DSA.
10 Art. 1sec. 1 DSA.
11 Art.1sec. 1 DMA.
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users to store and share information with the public.!? The size of online
platforms also plays a role. Small platforms are excluded from the scope of
specific obligations and are spared in favour of innovativeness.!3 Very large
online platforms, on the other hand, are subject to significant obligations.
These are online platforms that have an average of 45 million active users
in the EU. Very large online platforms include Facebook, Twitter,
YouTube, Twitch, Instagram, and TikTok.

The Digital Markets Act imposes further binding obligations on these
digital companies. It focuses on ‘central platform services’. These are a se-
ries of services that are listed exhaustively. They include online brokerage
services such as AirBnB, online search engines such as Google Search, so-
cial networks such as Instagram and TikTok, video sharing platform ser-
vices such as YouTube, messenger services such as WhatsApp, operating
systems, cloud computing services, and advertising services, including ad-
vertising networks and advertising exchanges. The obligations of the Digi-
tal Markets Act only apply to operators of central platforms if they are des-
ignated as gatekeepers pursuant to Art.3 DMA. The prerequisite for this
designation is that the platform service has a significant impact on the in-
ternal market, and operates a central platform service that serves commer-
cial users as an important gateway to end users. With regard to its activi-
ties, it must hold a consolidated and permanent position. However, it is
also sufficient if it is foreseeable that it will attain such a position in the
near future.!S Art. 3 DMA regulates the procedure to ensure that the Com-
mission becomes aware of the fact that a company's thresholds have been
reached. Gatekeeper status will be reviewed on a regular basis, and the des-
ignation may be changed or revoked.'® Thus, the Digital Markets Act basi-
cally covers such platforms that are addressed in the Digital Services Act as
very large platforms — including TikTok, Instagram, Twitter, and so on.

Chapter 3. The new ABC of European platform regulation
The Digital Services Act sets out to make the internet a secure, predictable

and trustworthy environment in the age of the platform economy and
social networks. The fundamental rights enshrined in the European Char-

12 Art. 2 lit. h DSA.
13 Art. 16 DSA.

14 Art. 25 DSA.

15 Art. 3 sec. 1 DMA.
16 Art. 4 DSA.
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ter of Fundamental Rights are to be effectively protected. The definition
catalogue in Article 2 of the Digital Services Act already sets out the field
for this. The dangers to certain legal interests posed by platforms come pri-
marily from the content disseminated there and the way content is pre-
sented and weighted. 7 It is therefore not surprising that the definition
catalogue contains many key terms that relate to certain categories of con-
tent (advertising, illegal content) or their mediation (content moderation,
recommendation system). In some cases, these terms are now being de-
fined for the first time.

Chapter 3.a. Content moderation

The term ‘content moderation’ is central to the goals and objectives of the
Digital Services Act. This is understood by the draft to mean the activities
of providers of intermediary services to identify, determine and combat
illegal content or information provided by users that is incompatible with
the provider's general terms and conditions. This includes measures relat-
ed to the availability, visibility and accessibility of illegal content or infor-
mation.!® Downgrading, blocking access or removal are given as examples.
Also included are measures that restrict the ability of users to provide
information. This also includes closure or temporary suspension of a user
account for content moderation. This definition is very broad. Thus, the
Digital Services Act affects all means available to platforms to manage
content.

Chapter 3.b. Illegal content

Illegal content is a special category of content to which the Digital Services
Act attaches certain legal consequences. The Digital Services Act defines
this as all information that does not comply with EU law or the law
of a Member State.!” This can also include content that violates the law
by referring to an activity. It also covers sale of products or provision
of services. This very broad definition and the equally broad definition

17 Sinan Aral, The Hype Machine, London, 202; Maik Fielitz and Holger Marcks,
Digitaler Faschismus, Berlin 2020.

18 Art.2 lit. p DSA.

19 Art. 2 lit. g DSA.

52



https://doi.org/10.5771/9783748929789
https://www.nomos-elibrary.de/agb

European Legislative Initiative for Very Large Communication Platforms

of online platforms result in a wide scope of application of the Digital Ser-
vices Act. Even trading platforms such as Amazon and eBay are subject to
the regulations on content moderation of illegal content.

Chapter 3.c. Advertising

Advertising is central to the business model of many platforms.?’ Even the
Amazon trading platform is increasingly generating revenue from advertis-
ing. Advertising is a special content category to which both the Digital
Service Act and the Digital Markets Act attach certain legal obligations.
For both sets of regulations, the Digital Services Act defines what is meant
by advertising. According to this definition, it is information intended to
disseminate the message of a legal or natural person that is displayed by
an online platform for publicity in return for payment.?! Advertising for
non-commercial purposes is also included. In terms of legal consequences,
the Digital Services Act differentiates between general advertising and
advertising ‘delivered’ by micro-targeting.

Chapter 3.d. Recommendation systems

Not least to deliver money-making content, advertising, to the user, recom-
mendation systems are essential components of the architecture of online
platforms. Without algorithmic moderation, organisation of the mass of
content would not be possible. At the same time, the personalization
they enable is a central component of (advertising) business models. The
Digital Services Act defines this as a fully or partially automated system
used by an online platform to suggest specific information to users.?? This
can be triggered either by a search or by other means. This must determine
the relative order or prominence of the information displayed.

20 Tim Hwang, Subprime Attention Crisis, New York, 2020. Shoshana Zuboff, The
Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of
Power, New York: PublicAffairs, 2019.

21 Art. 2 lit. n DSA.

22 Art. 2 lit. o DSA.
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Chapter 3.e. General terms and conditions

The legal relationship between online platforms and their users is initially
governed by civil law. This is usually done by means of general terms and
conditions. What is meant by this is defined uniformly for all Member
States by the Digital Services Act. They are any terms, conditions or speci-
fications, regardless of their name or form, that govern the contractual
relationship between the provider of intermediary services and users.??
Behind this are also the community standards that have reached a high
level of detail on communication platforms such as Facebook, for exam-
ple, and according to which content is deleted or blocked millions of
times. The Digital Services Act does not shy away from intervening in
the contractual relationship between platforms and users and prescribing
minimum requirements.

Chapter 4. Rigid requirements for content moderation in the Digital Services
Act.

Overview of new obligations**
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23 Art. 2 lit. ¢ DSA.
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24 https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/digital
-services-act-ensuring-safe-and-accountable-online-environment_en.
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Chapter 4.a. Transparency as a basic rule of content moderation

With the central provision in Article 12 Digital Services Act, the legislator
intervenes in the contractual relationship between platform and user. The
Digital Services Act supplements contract law in the area of platform
general terms and conditions (GTCs) and community standards. The con-
tent of GTCs is not specified, for example by model GTCs. However,
certain information must be provided. For example, information must be
provided on any restrictions on the information provided by users that
they impose in connection with use of their service. Disclosures must
include information about any policies, procedures, measures, and tools
used to moderate content, including algorithmic decision making and hu-
man review. This is appropriate since content moderation is now heavily
processed algorithmically. 25 Information must also be understandable and
made publicly available in an easily accessible form. If these rules are part
of the contract, users can also take legal action to enforce them.

Online platforms must also clearly state in their terms and conditions
how they handle account suspensions.?¢ The Digital Services Act stipulates
those accounts of users who frequently provide obviously illegal content
must be blocked. The Digital Services Act thus defines a minimum stan-
dard of protection. However, platform providers can also?” set a higher
standard of protection as long as fundamental rights are respected. This is
because, according to Art. 12(2) Digital Services Act, when applying and
enforcing the restrictions designated in their community standards, they

25 Kate Klonick, “The Facebook Oversight Board: Creating an Independent Institu-
tion to Adjudicate Online Free Expression”, The Yale Law Journal, 2021.

26 Art. 20 sec. 4 DSA.

27 Art.20 sec. 1 DSA.
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must do so carefully, objectively and proportionately, taking into account
the rights of all stakeholders, as well as the applicable fundamental rights
of users. This makes the fundamental rights of users the benchmark for
content moderation on online platforms.

In their general terms and conditions, online platforms must also
present the key parameters of recommendation systems.

Chapter 4.b. Account suspensions in case of abusive behaviour

For the first time, a regulation uniform for all online platforms is envis-
aged, which would set the conditions under which accounts on communi-
cation platforms are to be blocked. The standard formulates a minimum
standard that does not prevent online platforms from providing stricter
regulations in their community standards.?® Online platforms are to sus-
pend user accounts at least temporarily in the event of abusive behaviour
— if a user frequently posts obviously illegal content. In this context, that
is the case if a layperson recognizes it as evidently unlawful without closer
examination. 2

Chapter 4.c. Recommendation systems

With the design of user interfaces, online platforms can strongly influence
users' decisions. Selection behaviour by users depends on how highlight-
ed or hidden, understandable or incomprehensible are certain functions
offered.’° If legislators are concerned that a function is not hidden from
users by platform services, they can use design specifications to ensure that
a particular option is present in the interface design. The Commission has
opted for such a requirement in the area of algorithmic recommendation
systems for content moderation, to which the Commission rightly attaches
central importance in dissemination of content.?! In the recitals, the Com-
mission refers to the considerable potential of systems to spread certain
messages virally. The Digital Services Act initially aims to counter these

28 Recital 47 DSA.

29 Recital 47 DSA.

30 Cliff Kuang and Robert Fabricant, User Friendly, London 2019.

31 Natali Helberger, “On the Democratic Role of News Recommenders”, 2019,
Digital Journalism, 993-1012.
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risks through transparency. Very large online platforms must therefore
present the most important parameters of recommendation systems in
an accessible and easily understandable way in their general terms and
conditions. All options with which the most important parameters can
be changed or influenced are to be pointed out. User autonomy is to be
strengthened by providing at least one profiling-free (as defined by the
GDPR) option.?? The Digital Services Act makes a design specification in
the event that several such options are provided. In that case, the design of
the user interface must provide an ‘easily accessible function’ for the user
to select the recommendation system.

Chapter 4.d. Complaint management for illegal content

The Digital Services Act provides a differentiated regime for dealing with
illegal content. The principle of ‘notice-and-takedown’ continues to apply.
The new requirements for complaint management aim to make it as easy
as possible for platform users or civil society organizations to give notice.
By imposing organisational requirements on network operators, they are
to be given opportunities to have illegal content removed from online
platforms. The Digital Services Act does not contain details on takedown
contrary to the German Netzwerkdurchsetzungesgesetz (NetzDG) that sets
time limits for deletion or blocking of content. Again, stricter require-
ments are placed on online platforms and very large online platforms than
on hosting services.

a) Upward compatible ground rules for all hosting services

The basic rules for hosting providers are upwardly compatible and apply
to all online platforms. All hosting services must set up an easy-to-use
complaints system.?? This is intended to allow users to submit complaints
that enable providers to make a qualified decision on the illegality of the
content. Consistently, certain requirements must be met. To be included:
Reasons for the illegality, exact location (URL), name and e-mail address
of the complainant included. In addition, the complainant should receive
an acknowledgement of receipt and is entitled to a speedy decision. If

32 Art.29 sec. 1 DSA.
33 Art. 14 sec. 1 DSA.
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the decision is based on artificial intelligence or automation, this must be
made transparent.

If content is removed or blocked, the person concerned should be fully
informed of the reasons.>* The legal standard violated must be stated, as
well as the circumstances on which the decision is based. Reasons must
also be given for violations of community standards.

b) Special regulations for online platforms

The rights of users are to be protected by differentiated procedural re-
quirements. Online platforms should set up an internal complaints man-
agement system enabling checks on whether content has been deleted
or blocked. Temporary suspension from platform use or deletion of the
user account should also be handled via this.3S The review must be free
of charge and easily accessible. Complaints must be made available for
violations of legal regulations but also of community standards. The de-
cision on the complaint should also be made expeditiously and the com-
plainant must be informed of the decision. The decision in the complaint
procedure must not be based exclusively on an automated procedure.’®
In the initial complaint procedure, on the other hand, a fully automated
decision may be issued.’” A human being must be involved in renewed
control ("human in the loop"). Providers must draw the attention of the
data subject to the possible alternative procedure in the decision.

¢) Low-threshold out-of-court alternative procedure

Users whose content has been deleted or blocked should be able to chal-
lenge the decisions from the online platform complaints procedure in
an out-of-court procedure.?® For this purpose, out-of-court dispute resolu-
tion bodies are to be established, which in turn require recognition and

34 Art. 15 DSA.

35 For details on the NetzDG amendment 2021 see Hemmert-Halswick “Lessons
learned from the first years with the NetzDG” (Chapter in this book).

36 Art. 17 sec. 5 DSA.

37 Kalbhenn and Hemmert-Halswick, ,,EU-weite Vorgaben fiir die Content-Modera-
tion in sozialen Netzwerken®, ZUM - Zeitschrift fiir Urbeber- und Medienrecht, No.
3 (2021).

38 Art. 18 DSA.
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must first meet certain conditions — prove that they are impartial and inde-
pendent of online platforms and users, have the necessary expertise, main-
tain clear and fair rules of procedure, and are easily accessible by electronic
communication (18 (2) DSA). Member States are allowed to set up arbitra-
tion bodies themselves.3® This offers civil society organizations an opportu-
nity to help shape the legal framework for content moderation. There is
also the option of seeking legal protection in court. 4°

d) Trusted flaggers

Another gateway for civil society to help shape content moderation is
hidden in the regulation on trusted flags. This status can be granted to
public bodies or non-governmental organizations and ‘semi-public’ bodies,
for example organizations that report illegal, racist and xenophobic state-
ments on the internet.#! In content moderation, some platforms already
rely on trusted flaggers. YouTube traditionally uses trusted partners in the
area of copyright to feed the Content ID system.*? In the area of other con-
tent control, YouTube also grants this status to individual organisations
and confers on their reports increased trustworthiness. Such reports are
processed more quickly. In the future, the Digital Services Act will shape
this practice, which has so far been purely a matter of private law, into
law.# Online platforms will then be obligated to ensure technically and
organisationally that reports from trusted flaggers are processed with prior-
ity and without delay. In that way, the speed of measures against illegal
content can be increased.

Trusted Flaggers may only be institutions but not individuals. They
must prove that they have special expertise and competence in combating
illegal content. It is also a prerequisite that they represent collective inter-
ests. They must work carefully and objectively.

The rule guarantees a legally secure status for Trusted Flagger from er-
ratic platform decisions by providing legal certainty. YouTube currently re-
serves the right to change the eligibility requirements for the Trusted Flag-

39 Art. 18 sec. 4 DSA.

40 In Germany, there is already much case law on content moderation, see Holznagel
and Kalbhenn “Media law regulation of social networks” (chapter in this book).

41 Recital 46 DSA.

42 Robert Gorwa et al., “Algorithmic content moderation: Technical and political
challenges in the automation of platform governance”, Big Data & Society, 2020.

43 Art. 19 DSA.
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ger programme or suspend the programme at its discretion. This would be
unlawful under the Digital Services Act. The complete opposite of a Trust-
ed Flagger is regulated in Art.20 (2) DSA, namely users who frequently
submit notices or complaints that are manifestly unfounded. In the future,
online platforms are to block these users from reporting further content.

Chapter 4.e. Serious crimes

Online platforms are to be obliged to inform the danger prevention or
law enforcement authorities in the event of a suspected serious crime.*4
This is about protecting the life or safety of persons. The recitals make it
clear that this requirement does not legitimize profiling or similar planned
observations.*

Chapter 4.f. Advertising

One content category that is particularly valuable for platforms is adver-
tising. The Digital Services Act distinguishes between advertising that is
displayed equally to all users (standard advertising) and advertising that
is displayed individually to users via micro-targeting.*® Online platforms
must make standard advertising clearly recognisable as advertising and
allow the advertiser to be identified.#” Advertising using micro-targeting
should contain meaningful information about the key addressing parame-
ters. The logic used should be explained in a meaningful way.*3

Very large platforms are subject to even more stringent transparency
requirements. They pose an increased risk due to their reach. They also
have more data at their disposal to perfect behavioural analysis for targeted
advertising, with the associated increased risks. Very large online platforms
must now store the content of the ad, the advertiser, the period of the
ad, the specification of recipient groups and important parameters for
targeting, and the total number of recipients reached one year after the

44 Art.21 DSA.

45 Recital 48 DSA.

46 On the human rights impact of microtargeting ads see Judit Bayer, “Double harm
to voters: data-driven micro-targeting and democratic public discourse”, Internet
Policy Review, 9(1) 2020.

47 Art. 24 DSA.

48 Recital 52 DSA.
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last insertion in a publicly accessible database.®’ Industry standards are in-
tended to make advertising databases interoperable.’® This should make it
easier to analyse the risks associated with the spread of advertising. The
Recitals of the Digital Services Act refer to unlawful advertising or manip-
ulative techniques and disinformation that have a negative impact on pub-
lic health, public safety, civil discourse, political participation and equali-
ty.S!

For political advertising, the Commission has announced a legislative
act in the Action Plan for Democracy.

Chapter 4.g. Official announcements

Very large online platforms also play a central role in informing citizens
in crisis situations. Situations where public safety or public health are at
risk — such as the Corona pandemic or attacks — misinformation spreads
particularly quickly via online platforms and can lead to further damage.
For such situations, the Commission is to develop crisis protocols for
content moderation with Member State authorities.>? For example, it may
be regulated that information from national authorities is displayed promi-
nently. Some platforms have implemented such measures voluntarily so
far. Facebook prioritized displaying information from the World Health
Organization during the Corona pandemic and enabled a missing-persons-
search-feature during the attacks on the Bataclan theatre in Paris. This
far-reaching regulation appears appropriate in view of the high reach of
the platforms and their partial monopoly position. In European telecom-
munications law, it is still possible to set up public warning systems via
messenger services.

Chapter 4.h. Interim summary

In the systematics of the Digital Services Act, the completed catalogue
of rigid rules for content moderation represents a minimum standard

49 Art. 30 DSA. This rule builds on the Code of Conduct and has already been im-
plemented by some platforms - not to the full satisfaction of critics - on a volun-
tary basis.

50 Art. 34 sec. 1 lit. b DSA.

51 Recital 63 DSA.

52 Art.37 DSA.
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applicable to all online platforms, regardless of the business model of
the platform service, the content distributed there, or the target group.
Gradations are only made with regard to the size of online platforms. The
rules apply in the same way to platforms as diverse as Airbnb, TikTok,
Amazon and Parler. This is not surprising, given that minimum standards
for protection of fundamental rights should be ensured by procedural
rules on all platforms. It is striking that many of the rules are already in
place in German media law, in the shape of the Network Enforcement Act
of 2017 and the State Media Treaty.>

In order to counter highly complex dangers such as disinformation with
targeted regulation, other factors must be taken into account. The business
model pursued by the platform service, the media competence of the user
community and, last but not least, the precise (algorithm) architecture and
the interface design of platforms are all relevant. Architecture and design
are significantly tailored to the business model. Only when these and other
factors are included a sustainable regulation and a threat mitigation is
possible. To contain systemic risks, the Digital Service Act therefore relies
on flexible specifications for very large platforms and creates extensive due
diligence obligations.

Chapter 5. Flexible specifications for systemic risks of very large platforms
Chapter S.a. Risk assessment

For very large online platforms such as Facebook, Instagram, TikTok,
YouTube, iTunes and Spotify, the Digital Services Act presents a flexible
instrument aimed at protecting a wide range of legal interests and taking
into account the specifics and business models of the services. Additional
obligations are imposed for managing systemic risks. Central to this is a
mechanism for assessing and minimizing risks. According to Art. 26 DSA,
it is to become mandatory for very large online platforms to identify, anal-
yse and assess all material systemic risks arising from the operation and use
of their services once a year. Mandatorily, the risk analysis has to include
the following three points:

53 Kalbhenn and Hemmert-Halswick, “EU-weite Vorgaben fiir die Content-Moderation
in sozialen Netzwerken*.
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e dissemination of illegal content,

e the negative impact on the exercise of fundamental rights (in particu-
lar, private and family life, freedom of expression and information,
prohibition of discrimination, and rights of the child); and

* intentional manipulation of their service with a negative impact on
protection of public health, minors, civil discourse, or impact related to
elections and public safety.

Risks in the latter area can arise, for example, from the use of bots or
(partially) automated communication.’* Risk assessment must primarily
consider content moderation systems, recommendation systems, and sys-
tems for selecting and displaying advertising.

Chapter 5.b. Minimisation of risks

Very large online platforms will be required to minimize the risks thus
identified.> To this end, they are to take appropriate, proportionate and
effective risk mitigation measures tailored to the systemic risks identified.
A wide range of possible adjustments is conceivable here. This also applies
to the design and architecture of the platforms. The law provides a non-ex-
haustive catalogue of examples of risk mitigation measures. According to
this, risk mitigation can be achieved primarily by adapting content moder-
ation or recommendation systems, decision-making processes, the features
or functioning of their services, or their general terms and conditions. Tar-
geted measures to restrict the display of advertising are also mentioned, as
well as strengthening internal processes with regard to identifying systemic
risks.

Chapter S.c. Audit, data access law, reporting

It is initially the responsibility of the platforms to analyse and minimise
risks. Whether the providers of very large online platforms also comply
with these due diligence obligations is the subject of an annual indepen-
dent audit. Detailed regulations are specified for this purpose. If very large
online platforms receive a non-positive audit report, they must give due

54 Recital 68 DSA.
55 Art.27 DSA.
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consideration to all operational recommendations addressed to them and
take the necessary measures to implement them. If they do not implement
recommendations, they are required to give reasons and outline alternative
measures.>

Researchers should be given a framework for compelling access to da-
ta from very large online platforms.’” Facebook, YouTube, and the like
should provide data to researchers limited to identifying and understand-
ing systematic risks. The Digital Services Coordinator and Commission
may also require access to data. For example, to rule on the accuracy and
functional specifics of algorithmic systems, or for content moderation,
recommendation systems, or advertising systems.

Very large platforms must publish a comprehensive transparency report
once a year on risk identification, risk-minimising measures, the audit re-
port and the resulting adjustments. This obligation is in addition to the ex-
isting reporting obligation for all intermediaries under Art. 13 DSA.58

Chapter S.d. Design specifications and architecture specifications

In large-scale socio-technical systems, the design (interface) and architec-
ture (algorithms) also play a significant role.”® These are central elements
for influencing user engagement in the sense of the business model and for
suggesting or facilitating certain decisions for users.®® For this and other
platform specifics, the Commission can provide guidance under certain
conditions as part of its oversight. This is because the Commission has a
broad set of tools at its disposal for supervision, investigation and enforce-
ment. This means that the Commission can also intervene in the design
and architecture of very large online platforms. For example, if an online
platform fails to comply with the provisions of the Digital Services Act,
the Commission can take interim measures,’! declare commitments by
very large online platforms to be binding,%? and issue orders for non-com-

56 Art.28 DSA.

57 Art. 31 sec. 2 DSA.

58 Art.33 sec. 2 DSA.

59 Jeffrey Chan, “Ethics in large-scale socio-technical systems”, in Laura Scherling
and Andrew DeRosa (eds.): Ethics in Design and Communication, New York 2020.

60 Nir Eyal, Hooked, New York, 2019; Cliff Kuang and Robert Fabricant, User Friend-
ly, New York, 2019.

61 Art. 55 DSA.

62 Art. 56 DSA.
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pliance.®? If systemic risks are not effectively minimized, the Commission
may, in cases of urgency due to the risk of serious harm to users, issue in-
terim orders based on a prima facie finding of non-compliance. Although,
these are to be limited in time. They may be extended. As interim injunc-
tions, highly specific risk mitigation requirements can be imposed on plat-
forms. The Commission can thus intervene directly in the (interface) de-
sign and (algorithm) architecture of online platforms. If, for example, it
turns out that a systemic risk emanates from a certain algorithmic pro-
gramming and the platform operator cannot get this under control, the
Commission can issue concrete architectural specifications in this regard.
Then, for example, reprogramming the weighting of algorithms could be
specified. If it turns out that functions integrated into the design of the
platform — such as an endless scroll — are prone to risk, direct design speci-
fications can be made.

Chapter S.e. Summary

Management of systemic risks is initially left to platforms through the
assessment process with subsequent risk minimisation process. It is up to
them to assess the risks in the designated fields and to make proposals as to
how they can be minimised. However, the Commission does not have to
stand idly by, but can intervene at all stages of this process. In addition, the
audit promises to provide insights into the complex world of systemic risks
posed by very large online platforms.

If stringent design or architectural requirements are imposed via inter-
im injunctions, such requirements sometimes deeply interfere with the
platform business model. However, the legal interests in question are all-
important, so that interference with the fundamental economic rights of
service providers can be justified. A complete ban on certain designs and
architectures is also conceivable. It would not be surprising if technologies
such as endless scrolling, auto-play, or other designs discussed under the
term ‘dark pattern’ were prohibited for certain platforms and certain target
groups that are particularly worthy of protection (such as children).

63 Art. 58 DSA.

66



https://doi.org/10.5771/9783748929789
https://www.nomos-elibrary.de/agb

European Legislative Initiative for Very Large Communication Platforms

Chapter 6. Market conduct rules for gatekeepers in the Digital Markets Act.

The market power of a few large technology groups is considerable. At the
same time, platform markets have special features, such as lock-ins and net-
work effects.®* These first had to be understood by the regulatory authori-
ties. In recent years, the EU Commission as well as national antitrust au-
thorities have conducted several competition law proceedings against com-
panies such as Apple, Microsoft, Google and Facebook. These companies
were accused of obstruction and exploitation strategies, and very high fines
were not infrequently imposed. The findings of these proceedings are now
found as prohibitions and commandments in respect of certain behaviours
in the market. The Digital Markets Act relies on ex ante regulation for
these practices. Further orders are then not necessary for effectiveness. At
the heart of the Digital Markets Act are the "obligations" in Art. 5 DMA
and "obligations that may be further specified" enumerated in Art. 6
DMA.

Chapter 6.a. Rigid commandments and probibitions

Art. 5 DMA contains rigid requirements and prohibitions for gatekeepers.
There is no need for further concretisation in individual cases by the EU
Commission. Accordingly, for gatekeepers the following is prohibited:

e merge personal data of different own services or services of third parties
without a compliant consent according to General Data Protection
Regulation (lit a),

e prevent commercial users from reporting matters related to gatekeeper
practices to a competent authority (lit d),

e to require the use of its own identification service (lit e),

e make granting access dependent on a subscription or registration with
another service (litf).

Mandatory gatekeepers must

e cnable commercial users to offer the same products or services to end
users at different prices or conditions than through the gatekeeper's
online intermediary services (lit b),

64 Philipp Staab, Digitaler Kapitalismus, Berlin 2019; Nick Srnicek, Platform Capital-
ism, London 2017.
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enable commercial users to promote offers to end users acquired
through the central platform service (lit ¢),

and to conclude contracts with these end users via the gatekeeper's
central platform services or by other means (lit ¢),

and enable end users to access or use content, subscriptions, features or
other elements by using a business user's software application through
the gatekeeper's central platform services, if the end user has purchased
such elements from the relevant business user without using the gate-
keeper's central platform services (lit g).

advertisers and publishers receive information about publication of
a particular advertisement and for each of the gatekeeper's relevant
advertising services (lit g).

Chapter 6.b. Other commandments and prohibitions

Article 6 DMA contains further requirements and prohibitions. The law
states that these "may contain obligations of gatekeepers that are to be
specified in more detail". However, this is not explained further in the Dig-
ital Markets Act. The following practices are prohibited for gatekeepers:

to use non-publicly accessible data generated via the central platform
service by commercial users in competition with such commercial users
(lit a),

give preference in ranking to services and products offered by the gate-
keeper itself over similar services or products offered by third parties,
and must carry out the ranking on the basis of fair and non-discrimina-
tory conditions (lit d),

refrain from technically limiting the possibilities to switch between
different software applications and services (lit e),

In addition, a number of bids are set up. Gatekeepers must:

enable end users to uninstall software applications preinstalled on its
central platform service (lit b),

enable the installation and effective use of third-party software applica-
tions and app stores that use or interoperate with gatekeeper operating
systems (lit c), 6

65

68

Gatekeeper may take reasonable steps to ensure that third party software applica-
tions or third party operated stores for software applications do not compromise
the integrity of hardware or operating systems provided by the gatekeeper.
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e provide commercial users and ancillary service providers with access to
and interoperability with operating systems, hardware or software func-
tions for the provision of ancillary services (litf),

e Provide advertisers and publishers, free of charge, with access to perfor-
mance measurement and information they need to conduct their own
independent review of advertising inventory (lit g),

e ensure effective portability of data generated by users and end-users and
provide tools to facilitate data transfer and ensure permanent real-time
access (lit h),

e provide commercial users, free of charge, with effective, high-quality
and permanent real-time access to data provided or generated in con-
nection with use of the relevant central platform services by such
commercial users and end-users using the products or services of such
commercial users (lit 1),

e grant third parties operating online search engines access to ranking,
search, click and display data relating to unpaid and paid search results
at their request on fair, reasonable and non-discriminatory terms (lit j);

e apply fair and non-discriminatory general terms and conditions for
commercial users' access to its app store (lit k).

Chapter 6.c. Enforcement of market rules for gatekeepers

Powers of investigation, enforcement and monitoring are regulated in de-
tail. It is also possible for certain obligations to be suspended upon request
or to be exempted from obligations for compelling reasons of public inter-
est. Under Article 22 DMA, in urgent cases where there is a risk of serious
and irreparable harm to commercial users or end users of gatekeepers, the
Commission may order interim measures against a gatekeeper on the basis
of an infringement of Article 5 DMA or Article 6 DMA. Fines are possible
in the amount of up to 10% of annual turnover.

Both with the DMA and the DSA, the European Commission proposes
to centralize the supervision of digital corporations' cross-border conduct
in the Union in its own hands.%¢

66 Torsten Gerpott ,,Wer reguliert zukiinftig Betreiber groer Online-Plattformen?*,
Wirtschaft und Wettbewerb, No. 9 (2021).
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Chapter 7. Conclusion

Joseph Vogl recently recommended a series of measures as a solution to
'infodemias' on the net: "Increase friction, reduce speed, insert cooling
periods, extend pauses, increase signal noise, disrupt cycles, interrupt au-
tomatisms, shut down."®” With the Digital Services Act and the Digital
Markets Act and other regulations,®® the European Commission is putting
forward comprehensive proposals to regulate the digital economy.® In
doing so, it is responding comprehensively to the threat to legal assets
and fundamental rights posed by online platform business models. The
focus is on very large platforms, for which an extensive catalogue of obliga-
tions is being drawn up. These must first implement a catalogue of rigid
requirements for content moderation that applies regardless of the type of
platform or business model. Airbnb, Uber, Facebook, and Amazon must
then make the criteria of their content moderation transparent, maintain
advertising databases and offer non-personalized recommendation systems.
This also interferes with the business models. Users will also be protected
by certain procedural rules, such as specific requirements, among them the
obligation to provide reasons in the case of content deletion and the pos-
sibility to object. Platforms must protect their users from users who regu-
larly disseminate illegal content by temporarily blocking such accounts.
These basic rules also address the involvement of artificial intelligence in
the process. For the most part, these requirements are formulated as min-
imum standards, which also allow platforms to apply stricter standards.
However, any content moderation measures must respect the fundamental
rights of users.

67 Julia Encke and Harald Staun "Die Nutzer spielen mit", Frankfurter Allgemeine
Sonntagszeitung, March 14, 2021, https://www.faz.net/aktuell/feuilleton/debatten
/plattformkapitalismus-joseph-vogl-ueber-kapital-und-ressentiment-17241098.htm
I?printPagedArticle=true#pageIndex_2.

68 List of EU Regulatory Instruments on Digital Platforms see Annex to this Article;
for European Artificial Intelligence Act see Jan Kalbhenn ,Designvorgaben fiir
Chatbots, Deepfakes und Emotionserkennungssysteme: Der Vorschlag der Euro-
paischen Kommission zu einer KI-VO als Erweiterung der medienrechtlichen
Plattformregulierung®, ZUM - Zeitschrift fiir Urheber- und Medienrecht, No. 8/9
(2021); for other Digital European Regulation see Boris Paal and Lea Kumkar
,Die digitale Zukunft Europas“, ZfDR — Zeitschrift fiir Digitalisierung und Recht,
No 2 (2021).

69 Regulation under telecommunications law as services of general interest could go
even further, see Christoph Busch, Regulierung Digitaler Platiformen als Infrastruk-
tur der Daseinsvorsorge, 2021.
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The Digital Services Act takes into account that online platforms cannot
be lumped together. It makes a difference whether information and opin-
ions are disseminated or goods are offered for sale on a very large online
platform. Advertising-driven offerings also regularly pose different risks
than those in which the individual conclusion of a contract is settled with
commissions. Systemic risks of this kind are a complex matter that must
be assessed differently from platform to platform. Correctly, the Digital
Services Act relies on due diligence to address these risks.”® In this regard,
it is first in the hands of platforms to procure empiricism and identify
risks. The right of initiative to mitigate risks also lies with the platforms
themselves. If they fail to do so, the platforms are even given opportunities
to make improvements. Only gradually — if the risks are not sufficiently
minimized — does the sanctions regime take effect. It is then also possible
to give platforms concrete specifications for the design and architecture of
their platforms and to prescribe (interface) designs or (algorithm) architec-
tures. The Digital Markets Act goes much further. As an wultima ratio, it
provides for exclusion of a gatekeeper from the market.

Some commentators see the proposed regulatory regime as borrowing
from financial market regulation. There, the listing of securities can be
suspended if orderly trading is temporarily jeopardized or if this appears
necessary to protect investors. These interventions in the free flow of mar-
ket activity are known as ‘circle breakers’. Such ad hoc interventions are
not initially found in the repertoire of the Digital Services Act. Rather, in-
cisive measures are only possible after a chain of misconduct. Like trading
in financial products, the marketplace of opinions has become enormously
automated and accelerated, especially on social networks.”! In extreme
cases of virally spread hatred, disinformation, and other content dangerous
to weighty legal assets, a kind of ‘circle breaker’ could be considered,
so that in extreme situations ‘trading’ would also have to be suspended
on social media. This measure, which fits into the canon of measures
recommended by Vogl ("Increase frictions, reduce speed, insert cool-down
periods, extend pauses, increase signal noise, disrupt circuits, interrupt
automatisms, shut down."), remains the responsibility of individual users
and civil society.”?

70 Lorna Woods and Bernd Holznagel, “Rechtsgiiterschutz im Internet — Reg-
ulierung durch Sorgfaltspflichten in England und Deutschland”, Juristen Zeitung
No. 6 (March 19, 2021).

71 Armin Nassehi. Muster, Munich, 2019.

72 James William, Stand out of our light: Freedom and resistance in the attention econo-
my, New York 2018; Jenny Odell, How to do nothing: Resisting the Attention Econo-
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Annex: List of Europe’s Digital Regulatory Instruments

* e-Privacy Directive (Directive 2002/58/EC) — July 12th, 2002

e Aims at ensuring an equal level of protection of personal data
processing, free movement of such data and of electronic commu-
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nication equipment and services in the community by setting out
rules for providers of electronic communication services.”3

General Data Protection Regulation (GDPR; Regulation (EU) 2016/679) —

April 27, 2016

e Sets out rules regarding personal data processing according to the
principle of graduated regulation to ensure the protection of funda-
mental rights, in particular their right to protection of personal
data.”

Code of Practice on Disinformation and related documents — October 2018

e Voluntary agreement signed by online platforms and advertisers as
well as parts of the advertising industry that sets out self-regulatory
standards to fight disinformation, monitor and improve online
policies and ensure greater transparency and accountability.”

Audiovisual Media Services Directive (AVMSD/ Directive (EU)

2018/1808) — Nov. 14th 2018

* Directive amending Directive 2010/13/EU extends media law regu-
lation to video-on-demand and video-sharing platforms such as
YouTube, Netflix or Facebook: Tighter protection of minors, ban
on inflammatory, violent and terrorist content, quota for European
productions.”®

Directive on Copyright in the Digital Single Market (Directive (EU)

2019/790) - April 17 2019

e Includes new rules for fairer remuneration of creatives and rights
holders, press publishers and journalists, especially when their
works are used online, and increases transparency in their relation-
ships with online platforms.””

Platform to Business Regulation (P2B Regulation; Regulation (EU)

2019/1150) - June 20t 2019

* Aims at increasing fairness and transparency to business users of
online intermediation services and corporate websites in relation to
online search engines by imposing transparency requirements on
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those providers that are established or reside in the EU and offer
goods or services to consumers located in the EU.”

Open Data Directive (Directive (EU) 2019/1024) — June 20t 2019

e Aims at making public sector and publicly funded data re-usable
and introducing the concept of high-value dataset and applies to
content held by museums, libraries and archives (written texts,
databases, audio files and film fragments); not: educational, scien-
tific and Open Data Directive.”?

European strategy for data (COM/2020/66 final) — February 19th, 2020

* Aims at creating a single market for data allowing data sharing
within the EU and across sectors benefiting businesses, researchers
and public administrations.®0

Data-governance Act (COM/2020/767) — Nov. 25th 2020

e Legislative proposal aiming at creating a framework that facilitates
data-sharing and re-using of data laying down a voluntary registra-
tion framework for entities that collect and process data made
available for altruistic purposes.?!

European Democracy Action Plan (COM/2020/790) — December 34, 2020

e Aims at promoting democratic participation in free and fair elec-
tions, strengthen media freedom/pluralism and counter disinfor-
mation, foreign interference and information influence operations
through legislative and non-legislative measures.%?

Dagital Services Act (DSA; COM/2020/825 final) — Dec. 15%, 2020

e Sets an accountability framework for online intermediary ser-
vices/platforms to promote transparency, protect consumers and
their online rights, and improve content moderation. Imposes dif-
ferent obligations for different categories of online intermediaries
according to their role, size and impact online.®3

e Amendment to the e-Commerce Directive adopted in 2000.

Digital Markets Act (DMA; COM/2020/842 final)- Dec. 15, 2020
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https://eur-lex.europa.eu/eli/dir/2019/790/0j
https://eur-lex.europa.eu/eli/dir/2019/1024/0j
https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/europ
ean-data-strategy_en
https://eur-lex.europa.cu/legal-content/EN/TXT/?uri=CELEX%3A52020PC0767
https://ec.europa.eu/info/sites/default/files/edap_factsheet8.pdf
https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/689357/EPRS_BRI(2
021)689357_EN.pdf
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e Sets criteria defining and prohibiting unfair practices by platforms
that act as digital “gatekeepers” to the single market and provides
market investigation-based enforcement mechanisms.84

o Artificial Intelligence Act (Al Regulation; COM/2021/206) — April 215,

2021

* Regulatory framework on the development, marketing and use of
Artificial Intelligence that applies to providers of Al systems in the
Union, users of Al systems located within the Union and providers
and users of Al systems that are in a third country, where the
output produced by the system is used in the Union.%

84 https://ec.europa.eu/commission/presscorner/detail/en/ip_20_2347
85 https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1623335154975&uri=CELE
X%3A52021PC0206
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Introducing the Systems Approach and the Statutory Duty of
Care

Lorna Woods

Abstract: Early policy in relation to the internet framed questions from
the perspective of liability for individual items of content. With the
growth of social media, the approach struggles to deal with the scale of
material as well as the contextual subjectivity of the acceptability of some
types of content. This chapter explains a different approach, based on
the work of Carnegie UK Trust, that moves away from direct content
regulation to look at the services on which that content is created and dis-
seminated. It argues that those services are not neutral as to that content,
and that design choices can operate to create or exacerbate problems. The
proposal is that of a risk managed approach to service development, aim-
ing to achieve ‘safety by design’. Although the orginal Carnegie proposal
was based in English law, it is argued that the esssential elements of this
approach could be deployed in other legal systems.

Keywords: duty of care — risk assessment — safety — choice architecture —
design — online harms

Chapter 1. Introduction

Early policy-making in the context of the Internet saw the positives of
the ‘information society’ and sought to minimise roadblocks on the ‘infor-
mation superhighway’. The legal framework dealing with ‘intermediaries’,
which remains in place more than two decades later, aimed at removing
disincentives to innovation in the sector.! A commonality between the
EU and American approach was to protect intermediaries from exposure

1 Concerns about innovation remain — see e.g. D. Geradin, “Online Intermediation
Platforms and Free Trade Principles: Some Reflections on the Uber Preliminary
Ruling Case” in Ortiz (ed), Internet: Competition and Regulation of Online Platforms,
(Competition Policy International, 2016).
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to legal liability in respect of user content hosted or disseminated across
their respective services, though the two regimes nonetheless differed in
the scope of protection offered. Even by the early 2000’s, when fewer peo-
ple were online and less frequently so, concerns about abuse of the inter-
net were starting to arise. Twenty years on, a wider range of threats are per-
ceived, some arising from specific types of content for example hate
speech, others from behaviours, including addiction. Pressure for regula-
tory action has grown, but much has focussed on dealing with individual
items of content and the possibility of removing intermediaries’ immuni-
ty. This chapter challenges that approach and proposes an alternative ap-
proach, based on work done under the aegis of the Carnegie UK Trust,
what might be termed a systems-based approach and implemented — in the
UK context — by a ‘statutory duty of care’.? The elaboration of this ap-
proach, and the assumptions underpinning it, has the objective of identify-
ing the key elements that could be deployed elsewhere, whether using the
same or different implementing mechanisms.

Chapter 2. A Traditional Approach to Liability for Content

Policy in the field of communications, including the mass media, accept-
ed a basic distinction between content creator (including publisher and
curator) and those whose role was dissemination - for example, a telecom-
munications operator. This distinction can be seen, for example, in the
development of the EU communications package,? though of course there
have always been connections between content and network (see e.g. the
position of electronic programme guides and the discussion of net neutral-

2 W. Perrin and L. Woods, ‘Duty of Care’ — Full Report, April 2019, https://www.ca
rnegieuktrust.org.uk/project/harm-reduction-in-social-media/ developing earlier
work in support of a private members bill: https://bills.parliament.uk/bills/1877.

3 This distinction was also present in EU regulation on this issue and can now be
found in the European Electronic Communications Code, Directive 2018/1972 ,
[2018] OJ 1 321/36, rec 7; see also views of Court of Justice in Case C-518/11 UPC
Nederland, judgment 7 November 2013, EU:C:2013:709, para 41; Case C-475/12
UPC DTH, judgment 30 April 2014, EU:C:2014:285, para 43; Case C-142/18 Skype
Communications Sarl v Institut belge des services postaux et des telecommunications
(IBPT), judgment 5 June 2019, EU:C:2019:460, para 28. Helberger et al. also note
this dichotomy in “Governing online platforms: from contested to cooperative
responsibility” (2018) 34(1) The Information Society 1-14, p. 2.
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ity).* A similar concern with the boundary between content creation and
curation (ranging from commissioning content, via choices about schedul-
ing and prominence through to ex post moderation) and its dissemination
and the role of knowledge in determining the boundary between the two
can be seen in the immunity provisions for “information society service”
providers in the EU,’ a distinction implemented in the UK and retained
post Brexit. Neutral® intermediaries” (responsible for transmission, caching
or hosting®) receive immunity on condition such an intermediary acts ex-
peditiously to remove content once aware of its problematic nature under
domestic law.” While this frame of analysis may seem appropriate for the
transmission infrastructure or for other services that play a purely technical
role in the dissemination of bits and bytes, it does not fit so well for some
of the online platforms (a term which is only just recently beginning to be
defined in legal terms), especially social media platforms which structure
to a marked degree the content to which users are exposed. The extent to

4 The development of “information society services” (ISS) as a regulatory category
blurs this boundary somewhat as they can be content services or more related to
transmission; the regulatory response was to carve out some types of ISS from the
general regime and treat them as similar to broadcast services: E. Dommering,
“General Introduction”, in Castendyk, Dommering and Scheuer (eds) European
Media Law (Alphena/d Rijn: Kluwer Law International, 2008), para 10. See also
text attached to n 5 et seq below.

S Articles 12-14 e-Commerce Directive, Directive 2000/31/EC on certain legal aspects
of information society services, in particular electronic commerce, in the Internal
Market [2000] O] L178/1

6 Case C-324/09 L’Oreal v eBay, [2011] ECR-I 6011 (Grand Chanber), para 124 and
see para 122 for examples of activity that a diligent economic operator may engage
in; the test of ‘diligent economic operator’ was applied by the Northern Irish Court
of Appeal in C.G. v Facebook Ireland Ltd [2016] NICA 54, para 72.

7 This has been described as a ‘catch-all term’: J. Weaver ‘Google IP Infringements:
No results found?” (2018) 40 EIPR 759; see also M. Husovec, Injunctions Against
Intermediaries in the European Union: Accountable but not liable? (Cambridge: Cam-
bridge University Press, 2017), 16-17.

8 Originally these phrased were included in Articles 12-14 e-Commerce Directive,
but definitions have been expanded in the Proposal for a Regulation on a Sin-
gle Market For Digital Services (Digital Services Act) and amending Directive
2000/31/EC (COM/2020/825 final), 15 December 2020; overview of services in
scope provided by, for example, A. Vijay, “Liability of internet service providers —
a review study from the European perspective” (2019) 41 EIPR 451; D. Fernandez,
"ISP Liability Between EU and USA" (2016) 17 Computer Law Review International
36.

9 What this means has not yet been fully harmonised: see e.g. Husovec (n 7), pp
52-57.
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which those platforms could be said to have knowledge of this content
though is open to debate; while the platform processes influence what
users see, much of this process is automated.'?

There has been increasing concern about the availability and prevalence
of certain types of content on the Internet, specifically on social media
platforms. Concerns about child sexual abuse and exploitation material as
well as terrorist content have been a subject of concern since the early
2000’s but there are now a wider range of concerns.!' Solutions have
considered making the take-down of content more effective (and solutions
in this field would clearly be useful); some have suggested that immunity
be removed.'? Focussing a regulatory regime aimed at platforms on the
content they host is, however, problematic. While platforms may prompt
or promote certain types of content, they do not create it or commission
it; they are not responsible for it in the same way as those that create or
reuse that content. Moreover, the size of some of the platforms is in itself
an issue; so much content is uploaded (which brings issues of speed as well
as of scale) that it would be hard to consider items of content individually
(and automated techniques bring their own issues). Moreover, the range
of types of content and their audiences are wide and diverse with different
expectations in relation to those different types of content. The assessment
of the acceptability of items of content is to a large degree context specific.
While countries will vary as to their tolerance for certain types of content,
speech may be understood differently within those countries or by sub-
groups within those countries. Ofcom noted some of these problems given
that ‘the internet is fundamentally different from television and radio in
its nature, audience and scale’.!3 Moreover, this is an area in which there is
not only variety in service type but also frequent innovation. Any approach

10 See e.g. Vijay (n 8), p.454; T. Gillespie, Custodians of the Internet (New Haven/
London: Yale University Press, 2018), p. 7.

11 See issues identified in DCMS, Internet Safety Strategy — Green Paper, October
2017, https://assets.publishing.service.gov.uk/government/uploads/system/uploads
/attachment_data/file/650949/Internet_Safety_Strategy_green_paper.pdf.

12 Committee on Standards in Public Life, Intimidation in Public Life: A Review by
the Committee on Standards in Public Life (Cm 9543), December 2019, https://as
sets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_d
ata/file/666927/6.3637_CO_v6_061217_Web3.1__2_.pdf.

13 Sharon White, “Tackling Online Harm - a regulator’s perspective”, speech by
Sharon White to the Royal Television Society, 18 September 2018, https://ww
w.ofcom.org.uk/about-ofcom/latest/media/speeches/2018/tackling-online-har
m (accessed 18 March 2021); see also OFCOM, Discussion Document: Addressing
Harmful Content Online, p.25.
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to regulation would need, therefore, to be to some degree future-proof.
As the Interim Report of the DCMS Select Committee fake news inquiry
recognised, what is needed is an approach that recognises a ‘third way’,
one that is not dependent on a simplistic division between content on
transmission.!#

Chapter 3. A Different Model

Thinking about social media platforms as quasi-publishers limits the possi-
ble policy responses. A different analogy may give rise to different policy
options and a return to the language of the 1990’s — to “cyberspace”’ (the
virtual world created by the links between computers) - may provide a
hint as to where to look for alternative inspiration. The range of services
provided across the Internet is wide and may be used differently by differ-
ent groups; these services provide the place for lots of different activities
to happen on-line as take place in a range of spaces off-line. They provide
a mechanism for users to engage with one another, to be entertained, to
discover information, to advertise and to buy and sell. In the off-line con-
text, providers of spaces are not necessarily regulated in relation to what
happens in that place (though some may be - e.g. pubs, casinos, sandwich
shops) but they each have some responsibility for the safety of the place,
a responsibility which is often dealt with through an assessment of haz-
ards and risks and the likelihoods of harm arising to users of the space.
Space management also communicates different expectations as to user
behaviour in those spaces. This then leads us to the position that, rather
than imposing liability on platforms for individual items of content, they
should be expected to assess their respective platforms for safety of their
users, and others affected by the service, taking into account how those
platforms are used. In moving away from content-focussed regulations, the
difficulties in dealing with different understandings about the meaning
and acceptability of certain types of content in different jurisdictions, as
well as issues arising from scale, may be ameliorated.

14 DCMS Select Committee, Disinformation and ‘fake news’: Interim Report (Fifth
Report of Session 2017-19), 24 July 2018 (HC 363).

15 The term is derived from William Gibson’s novel Neuromancer (Victor Gollancz,
1984).
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Chapter 4. Platform Design and Harm

One might ask, however, what harm may arise from a platform apart from
the content itself? The inherent constraints which are found in the physical
world do not operate online, and this has allowed the introduction of
sophisticated choice architectures aimed at maximising user interaction.
This is not necessarily bad, but nor is it neutral — especially when we com-
pare people’s interactions online with those offline. It has long been noted
that people speaking online experience a disinhibition effect!¢ (though the
causes are not yet fully understood). Given that users’ online experience
is mediated by the platforms, the design of the platform could seek to
compensate for this; to remind users that others using social media are (in
the main) humans too.!"” However, the motivating objective in platform
design seems to have been the support of the service providers’ bottom
line, regardless of consequence. Designing to maximise user engagement
for the purpose of acquiring data and delivering adverts, it seems the
platforms rather seek to exploit our cognitive weaknesses.!® So, while a
‘like button’ can be used as a substitute for nonverbal cues that might
be otherwise absent and be seen by the user as a signal of appreciation,
for the platforms it is data the accumulation of which can be exploited
to understand much more about users than those users may appreciate. A
range of adverse consequences has arisen, which some have linked back
to design choices, and which risk endangering the well-being of individu-
als and the functioning of democratic societies: cyber-bullying and hate
speech; the polarisation of public debate and the rapid spread of false (and

16 J. Suler, “The Online disinhibition effect” (2004) 7(3) Cyberpsychol Bebav 321-6,
doi:10.1089/109493104129295.

17 Work on tools and techniques for this is starting in some areas: see e.g. the
Prosocial Design Network which lists features and the prosocial consequences
they might have and seeks to test them, https://www.prosocialdesign.org/.

18 S. Zuboff, The Age of Surveillance Capitalism— The Fight for a Human Future at
the New Frontier of Power, (1st ed) (Profile Publishers: London, 2019); in an
earlier article she describes “a ubiquitous networked institutional regime that
records, modifies, and commodifies everyday experience from toasters to bodies,
communication to thought, all with a view to establishing new pathways to
monetization and profit” “Big other: surveillance capitalism and the prospects of
an information civilization” (2015) 30 Journal of Information Technology 75-89, p.
81.
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harmful) information.!”” Commentators have pointed to the dangers of
content creators responding to the metrics provided by many platforms,
whether to sell products themselves (including influencers) or to chase
the feel-good glow and being ‘liked’ — and users are thereby trained to
produce response-creating content?’. Others note that the tools provided
for promoting content, aimed at driving user engagement and in effect
operating as a trap,?! priorise extreme, violent and shocking content —
that which engages strong negative emotions — with the risk that, for
example, conspiracy theories are promoted.?? Similarly, lies travel faster
than the truth (though whether lies are believed is another question);??
misinformation may thrive because off-line epistemic cues and gatekeeper
controls are absent, or because users are nudged to respond and to share
or are distracted from considering accuracy.?* The way information is
presented may affect user behaviour: Facebook ran an experiment on its
users’ newsfeeds that suggested that including social information in an “I
voted” button (in this case, displaying faces of friends who had clicked
on the button) affected both click rates and real-world voting.?S Targeted
advertising, based on who knows what grounds, raise questions about not

19 S. Bradshaw and P. N. Howard, The Global Disinformation Order: 2019 Global
Inventory of Organised Social Media Manipulation (Working Paper 2019.2: Project
on Computational Propaganda) (Oxford, 2019).

20 W.]. Brady et al., “How Social Learnings Amplifies Moral Outrage Expression in
Online Social Networks” (2021) (paper under review, available: https://psyarxiv.co
m/gf7t5/).

21 Anthropological research suggests that those coding recommender algorithms
see their function as ‘hooking’ users; that these algorithms operate as a trap: N.
Seaver, “Captivating algorithms: Recommender systems as traps” (2018) Journal
of Material Culture, https://journals.sagepub.com/doi/10.1177/13591835188203
66.

22 E. Hussein et al., “Measuring misinformation in video search platforms: An audit
study on YouTube” (2020) Proceedings of the ACM on Human-Computer Inter-
action, 4(CSCW1), Article 48. doi 10.1145/3392854.

23 See J. Allen et al., “Evaluating the fake news problem at the scale of the infor-
mation ecosystem” (2020) 6(14) Sci Adv eaay3539, doi: 10.1126/sciadv.aay3539
; Kozyreva et al., “Citizens versus the Internet: Confronting Digital Challenges
with Cognitive Tools” (2020) 21(3) Psychol Sci Public Interest, 103-156, doi: 10.1177
/1529100620946707.

24 G. Pennycook et al., “Shifting attention to accuracy can reduce misinformation
online” (2021) Nature, 17 March 2021, https://doi.org/10.1038/s41586-021-03344
-2,

25 Kozyreva (n 23).
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just manipulation?¢ but also intrusion into our respective fora internum.?’
Concerns have long been raised about ‘filter bubbles’ but more generally
about the range of topics of information users receive.?® It has also been
suggested that the very short-form format of news based on headlines and
snippets gives users the illusion of being informed.?” Targeting may be
weaponised by nefarious actors.3? ‘Sock puppet accounts’ and networks of
coordinated accounts may spread and embed false information and sow
discord. While users are not just passive recipients in the online environ-
ment,?' and users may innovate and disrupt at least some of the time,
it must be recognised that not everybody has the capability to hack the
system. As Leiser notes, some of the theoretical models in this area have
fallen into a common trap: that of assuming that all users are rational and
fully informed; and underplaying the role of cognitive weaknesses most
humans exhibit.3? Additionally, the tools provided to users to take control

26 S. Matz et al., “Psychological targeting as an effective approach to digital mass
persuasion” (2017) 114(48) Proc Nat! Acad Sci USA 12714, doi: 10.1073/pnas.17109
66114.

27 S. Alegre, “Rethinking the Right to Freedom of Thought in the 21% Century”
(2017) 3 Eur. Hum. Rights. Rev 221; S. Zuboff (n. 11); S. Alegre, “Regulating
around Freedom I the “forum internum”” (2021) ERA Forum 591.

28 C. Sunstein, “Republic.com 2.0%, p. 5; in #Republic: Divided Democracy in the Age
of Social Media (Princeton, NJ, USA, and Oxford, UK: Princeton University Press,
2017), Sunstein also notes ‘asymmetrical updating’, that is a strong tendency to
favour evidence that confirms our beliefs and ignore or misread evidence that
does not. How to compensate for this does not seem to be a simple matter of
ensuring more diverse viewpoints are presented. While some studies (e.g. Bakshy
et al., “Exposure to ideologically diverse news and opinion on Facebook” (2015)
348 Science 1130, DOI 1-.1126/science.aaal160) suggest that user choice may
be part of this, others have suggested that algorithmic amplification has a role
to play through the creation of a variant of feedback loop: A. J. B. Chaney
et al., “How Algorithmic Confounding in Recommendation Systems Increases
Homogeneity and Decreases Utility” (2018) RecSys *18, October 2-7, https:/arxiv.
org/pdf/1710.11214.pdf.

29 S. Schifer, “Illusion of knowledge through Facebook news? Effects of snack
news in a news feed on perceived knowledge, attitude strength, and willing-
ness for discussions” (2020) 103 Computers in Human Behavior 1-12. 10.1016/
j.chb.2019.08.031.

30 See concerns expressed by the DCMS Select Committee, Disinformation and 'fake
news': Final Report, 18 February 2019, https://publications.parliament.uk/pa/cm20
1719/cmselect/cmcumeds/1791/179102.htm.

31 A. Murray, Regulation of Cyberspace, (2007, Oxford University Press).

32 M. Leiser, “The Problem with ‘Dots’ questioning the role of rationality in the
online environment” (2016) 30 International Review of Law, Computers and Tech-
nology 191.
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of their own environment are not extensive and may not be easy to use nor
recognise specific risks or problems faced by particular groups.

It is the fact that these choices lie in the hands of the operators meaning
that placing responsibility on the operators for the design and operation of
their respective platforms is legitimate; they are being held responsible for
their own actions, not those of others. The designers are the risk-creators
and thus best-place to manage those risks.3®> While not all the possible
issues are fully understood, platform operators can still ask themselves the
question how this service is working; is there evidence that there might
be side effects; what content and safety curation tools can we provide (es-
pecially considering some groups may have particular needs); and what the
alternative to a given feature is? Perhaps all inventors and designers should
ask themselves, ‘what happens when this scales and what happens when
the bad people get hold of it In this, the approach looks at features and
user behaviours and their likely impacts at a general level, not assessing
individual items of content.

Chapter 5. Risk Assessment: A Model from Work Spaces

If we think of social media platforms as quasi-public spaces, the regulation
ensuring those spaces are safe may constitute a model for the implemen-
tation of the system-based approach. In the UK, the main mechanism is
found in the Health and Safety at Work Act 1974 (HSWA).34 It provides a
statutory duty of care — that is a duty of care similar to that found in the
tortious doctrine of negligence — but specified (and possibly amended) by
the terms of legislation. Section 2(1) HSWA states:

It shall be the duty of every employer to ensure, so far as is reasonably
practicable, the health, safety and welfare at work of all his employees.

This is a very broad category and s. 3(1) extends the duty beyond the
employer’s duty to employees to include “persons not in his employment
who may be affected” by the business. The Act also imposes reciprocal
duties on the employees.

33 Robens Report: Safety and Health at Work, July 1972 (Cmnd 5034).

34 For the development of the statutory duty of care and its difference from the duty
of care found in the common law doctrine of negligence see L. Woods, “The duty
of care in the Online Harms White Paper” (2019) 11(1) Journal of Media Law 6.
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While the nature of the obligation is broad — in the case of the duty
to employees, it is to prevent harm and as regards others it is avoidance
of exposure to risks to their health or safety — the HSWA gives examples
of specific issues about which the employee must take action. Examples
include: provision of machinery that is safe; the training of relevant indi-
viduals; and the maintenance of a safe working environment. This list
of actions does not replace the general duty. The HSWA additionally
contains an obligation on an employer “to prepare and as often as may be
appropriate revise a written statement of his general policy with respect
to the health and safety at work”: this is the beginnings of formalising a
preventative approach, based on an assessment of risks posed.

The regime is enforced by a regulator, the Health and Safety Executive,
which has a range of powers including “improvement notices”, “prohibi-
tion notices” and prosecution. Recourse to the criminal law is a matter
of last resort and sentencing guidelines identify factors that influence the
heaviness of the penalty. Factors that tend towards high penalties include
flagrant disregard of the law, failing to adopt measures that are recognised
standards, failing to respond to concerns, or to change/review systems
following a prior incident as well as serious or systematic failure within
the organisation to address risk. So, while the duty of care is still described
as being owed to a certain group of people (employees in s. 2(1) and
persons “affected by an undertaking” in s. 3(1)), general enforcement pow-
ers lie elsewhere. Individuals suffering injury are not empowered to bring
action under this regime; injury suffered is dealt with through traditional
negligence claims. This point highlights the difference between individual
instances of harm and the environment giving rise to the risk of harm.

There are a number of points which suggest that an over-arching duty
such as that found in HSWA is an appropriate model. It applies widely
and in a range of different sorts of contexts; it applies to almost all
employers and the myriad activities that go on in them. A similar tool
could presumably be deployed across social media and the many purposes
for and ways in which those platforms are used. A factor in the general
duty’s usefulness is the fact that, with the exception of a limited number
of high risk activities which are controlled by specific regulations?3, it does
not set down detailed rules with regards to what must be done in each
workplace. It rather sets out some general duties that employers have both
as regards their employees and the general public, but leaves the employer

35 For example, see Control of Major Accident Hazards Regulations 1999 (SI
1999/743).
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to identify appropriate implementation mechanisms. This allows the em-
ployer’s obligation to be tailored to the specific risks found in a particular
(work) environment, subject to the guidance from the regulator. As well
as providing for flexibility within the current range of providers, it allows
a certain degree of future-proofing as new features, services or problems
are introduced. It also allows for new research on understanding risks and
how to mitigate against them to be taken into account as that body of
research develops. An outcome orientated approach, which implies that an
employer should seek to identify steps that would be reasonably effective
in the relevant context, also mitigates the risk of a tick box approach were
specific, detailed rules (e.g. ban bots; prohibit anonymous accounts) to
be adopted. Finally, the distinction between the environment creating the
risk of harm and the individual instances of harm broadly parallels the
distinction between the systems constituting the platform/service and the
individual instances of content or behaviour.

Chapter 6. The Statutory Duty of Care: A Proposal

This leads us to system-based regulation, where ‘system’ is understood in
two ways:

e the focus of regulation is on the software system (or more broadly the
service, including the business model) itself rather than on the content
hosted on the service; and

e providers of such services should have a system (understood as a pro-
cess) in place to risk assess the service and individual features of the
service — and to take appropriate steps to address concerns arising.

The operator of the system should be subject to an overarching, general
duty of care. The duty of care must set out the persons to whom the duty is
owed,3¢ the types of harm from which that person should be protected as
well as the operators within scope.

As regards the first point, the Carnegie proposal suggested that both
users and non-users of a service were owed a duty of care, provided that
non-users were affected by the operation of the platform. In this, it fol-
lowed the model of the HSWA. The reasoning was that persons could be

36 Note the Environmental Protection Act 1990 uses a similar mechanism but does
not identify the beneficiary of the duty.
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harmed by behaviours on a platform even if they had not joined it, for
example in the case of “revenge porn”.

The proposal also noted that it was important that the types of harm
be identified in statute,?” but that the vectors of harm may be elaborated
in regulatory guidance (especially in the light of developing research). Al-
though the types of harm need some clarification, these can be reasonably
broad categories, as the HSWA demonstrates; regulatory guidance can fill
in the details. These categories of harm should be identified by reference
to the impact on the victim, not by reference to whether the speech might
be considered illegal or not.*® The criminal law is not always the best
proxy for understanding harm and, crucially, also does not focus on the
role of the platform itself in encouraging, facilitating or exacerbating the
occurrence of harm. As noted above, it is the fact that the platforms are
risk creators that justifies the decision to regulate at this point.

The Carnegie proposal sought to define social media, on the basis of the
following characteristics — that services:

e have a strong two-way or multiway communications component;
e display user-generated content;?
e publicly or to a large member/user audience or group.

This could include some private messaging apps that allowed large groups
to communicate. Search engines were excluded because, although they
have an effect on the information provided to users, they may give rise
to issues surrounding the right to information, prominence and diversity
which may necessitate a different response. Also excluded were actors,

37 See similarly Digital, Culture, Media and Sport Select Committee, Disinforma-
tion and ‘fake news’: Final Report, Eighth Report of Session 2017-19 (HC 1791),
18th February 2019, paras 31-32; in other sectors, e.g. broadcasting as well as
the HSWA, regulators are entrusted with understanding the precise meaning of
harm.

38 In this, the proposal differs from the characteristics that Cole, Etteldorf and
Ullrich ascribe to duty of care models: Cole, Etteldorf and Ullrich, Cross-border
Dissemination of Online Content (Baden-Baden: Nomos Verlagsgesellschaft, 2020),
p 202 which limits risk assessment to illegal content and behaviours.

39 The Audiovisual Media Services refers to use-generated content and contains a
definition of “user generated video”; the UK implementation of this provision
does not use the same terminology. For discussion of the difficulties with the defi-
nitions in the Audiovisual Media Services Directive see L. Woods, “Video-sharing
platforms in the revised Audiovisual Media Services Directive” (2018) 23 (3)
Communications Law 127.
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essentially the broadcast and print media that are already subject to regula-
tory or self-regulatory regimes.

The essential element of this model is a risk assessment considering the
service, including its individual features, and the business model of the
service. The focus of enquiry is the impact the structures and business
choices have in creating a risky environment. The system-based approach is
neutral as to the topics of content (though part of that system will involve
dealing with complaints and with content that is contrary to the law); as
such, the system may be less open to the accusation that regulation will
result in excessive take-down on unclear bases*.

Risk assessments require the identification of hazards (that is something
that could cause harm) and determine how likely it is that each hazard
will occur and how severe the consequences would be. A risk assessment
should take into account relevant human rights. Freedom of expression is
obviously important but it is not the only right. Moreover, design choices
may have discriminatory effects in the enjoyment of rights (the use of Al
in content moderation is one example). The assessment of consequences
operates at a general level rather than seeking to determine outcomes
in particular cases. In this there is a difference from a regime aimed at
compensating individual victims. The starting point is the platform and
the likely consequences of its use; it is not about starting with an instance
of harm or a category of content and trying to work backwards in respect
of that particular example. As a final stage, the operator should determine
the appropriate mitigating steps — whether this be not to deploy the new
feature/change, to amend it, or to bring in some compensating measure.
At the least, the operator should perform risk assessment before introduc-
ing new processes or activities, before introducing changes to existing pro-
cesses or activities (such as a significant change to an algorithm), or when
the company identifies a new hazard (e.g. becomes aware of research); it
should also monitor whether the mitigating steps seem to be effective.
This process was described as instituting a harm reduction cycle. We envis-
aged that a regulator would have some say in identifying what a good
risk assessment looks like, but for risky services (including large services),
the Carnegie proposal also envisaged some involvement of relevant civil
society actors. In this, transparency at some level of granularity and within
a framework set by the regulator, is key.

The duty is not focussed on particular technologies or the problems
they cause. It allows a platform to take into account the interplay of

40 Cole et al (n 38) note this criticism, p. 204.
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different features in terms of risk assessment and mitigation. It is also not
limited to technical specifications, but may take into account when, how
and to whom features or services are deployed.#! As HSWA illustrates,
the fact that the statutory duty of care is a general obligation does not
mean that statute cannot specify specific obligations within that general
duty — for example, the need to have an effective complaints mechanism,
obligations of transparency for particular issues, the need to take particular
steps with regard to specific types of content (e.g. child sexual abuse and
exploitation material).

In carrying out their duty of care, platform operators are not expected
to achieve perfection. An appropriate threshold is similar to that found
in the doctrine of negligence; it is not a strict liability regime. Rather,
an operator should take reasonable steps in relation to foreseeable harms.
Whether an operator has satisfied the duty will be determined by the
regulator; jurisprudence from the doctrine of negligence is not binding
in this regard.** “Reasonable” and “foreseeable” should take into account
the platform’s use, including its user base size and profile, as well as any
relevant industry standards. While the service provider may not engage in
wilful blindness, nor should they be judged with the benefit of hindsight.
“Reasonable steps” do not require a perfectly sanitised environment; rather
the requirement aims to consider the role platforms play in creating or
exacerbating the problems. Moreover, the mere fact that there problematic
content or behaviours may be found on a platform does not in and of itself
constitute a violation of the duty of care. Ultimately, while the regime is
orientated towards a particular result, the question of whether an operator
has satisfied its duty of care is not answered by numbers of take-downs
nor numbers of problematic posts/instances of use (though a platform on
which there are many instances of problematic content may be less likely
to have satisfied the duty of care). Liability is about engagement which
the risk assessment and mitigation process; it does not involve liability for
content.

As a result of the focus on design, the tools and changes are not limited
to ensuring that a take-down regime operates effectively and fairly, though
it should do that. There are three main points of influence before we reach
the question of whether content should be taken down: the point at which
a user engages with the platform (including sign up processes, means of

41 In this it is different from proposals which focus on a specific technology or
technical standard, outlined Cole et al (n 38), p. 202.
42 Clerk and Lindsall on Torts (231 ed) para 8-56.
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finding others in a group, and tools to communicate for example augment-
ed reality filters/overlays); the mechanisms by which content is disseminat-
ed (e.g. search engines, hashtags, reccommender systems, newsfeeds); and
the mechanisms by which recipient users engage with content, including
choosing not to engage with it, but also mechanisms such as tools for
sharing/forwarding/demonstrating approval or disapproval. Examples of
this category include retweeting, liking, forwarding tools, as well as those
allowing users to block or mute incoming messages. Each of these points
may have an impact on the content available — in terms the content creat-
ed as well as the way content flows across platforms. Significantly, as many
interventions allow speech to continue, they may be less intrusive to users’
freedom of expression.*3

Insofar as platforms operate as advertising services, the duty of care
should extend to this aspect of the service too, with regard to protecting
users.** Questions that might be asked include whether the platform en-
gages in any KYC (“know your client”) processes as regards advertisers;
and what sorts of ads does it permit — do any require specific safeguards?
Further, how are audiences segmented (e.g. what controls are there around
permitted groupings/topics — are any segments impermissible or undesir-
able)? The availability of micro-targeting itself should be assessed for its
risks.

The last port of call is take-down. An operator needs to ensure that it
has an adequate complaints mechanism that is accessible and easy to use
and which operates in a fair, timely and transparent manner.* As well as
reporting on numbers and speed of take-down, reporting should consider
what is being taken down, and why, as well as categories of complainant
(with the intention of not only identifying where unforeseen problems
arise, but also identifying and mitigating against discrimination in the
complaints system).

43 For a consideration of the issues and some of the difficulties surrounding this
analysis in the context of the Carnegie UK Trust proposal, see L. Woods, “The
Carnegie Statutory Duty of Care and Fundamental Freedoms”, 2019, https://www
.carnegieuktrust.org.uk/publications/doc-fundamental-freedoms/.

44 This viewpoint was adopted by the Centre for Data Ethics and Innovation in its
recommendations to Government: CDEI, Review of Online Targeting, 4 February
2020, https://www.gov.uk/government/publications/cdei-review-of-online-targetin
g/online-targeting-final-report-and-recommendations.

45 The House of Lords Communications Committee noted the need for consistent
enforcement as well as transparency of complaints handling: Growing up with the
Internet (2nd Report of Session 2016-17) (HL Paper 130), 21 March 2017, paras
241-2.
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The Carnegie proposal also envisaged that platforms should develop
a triage process for emergent problems; while the detail of the problem
may be unknown, it is fairly certain that new problems will arise, as the
issue of misinformation and disinformation related to Covid-19 illustrates.
The interface with law enforcement and relevant regulatory authorities
(e.g. Advertising Standards Authority, Financial Conduct Authority) in the
exercise of their powers should also be considered.*

The increasingly problematic nature of the social media environment
suggests that self-regulation (even self-regulation engaging with voluntary
codes of practice) has not worked well. Moreover, reliance on users to
take action before the courts is unlikely to constitute a sufficient corrective
for a range of reasons but notably because of the asymmetry of resources
and knowledge between the major platforms and litigants. A regulator is
required, even if the proposed scheme is not a traditional top-down com-
mand scheme. It is crucial, especially given the importance of freedom of
expression in the functioning of a democracy, that the regulatory be inde-
pendent from both industry and from government. It must make decisions
based on objective evidence (and not under pressure from other interests)
and be viewed as a credible regulator by the public. Independence means
that it must have sufficient resources, as well as relevant expertise. A com-
pletely new regulator created by statute would take some years before it
was operational. The Carnegie proposal therefore envisaged extending the
powers of the existing telecommunications and media regulator, Ofcom.
This approach has a number of advantages. It spreads the regulator’s over-
heads further, draws upon existing expertise within the regulator (both in
terms of process and substantive knowledge) and allows a faster start.

The responsibilities of the regulator would include identifying actors
in scope; developing good practice and guidance about harms and vectors
by which harm could be caused (including where appropriate approving
industry codes of practice and standards); monitoring the harm reduction
cycle and risk assessment processes; and enforcing the duty of care. The

46 The obligations on platforms to cooperate have arising in the enforcement of
intellectual property rights, especially in connection with loss of immunity; see
e.g. Husovec (n 7). Cooperation with regulatory authorities and law enforcement
has drawn less attention, but see e.g. mechanisms envisaged by the recently
agreed Regulation on addressing the dissemination of terrorist content online:
Regulation 2021/784 [2021] OJ L172/79. As part of the Carnegie Proposal a
model was proposed: see W. Perrin and L. Woods, “Online Harms — Interlocking
Regulation” (Blog), 11 September 2020, https://www.carnegieuktrust.org.uk/blog
/online-harms-interlocking-regulation/.
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Carnegie proposal also included information gathering powers for the
regulator.#” As in many other regulatory fields, failure to comply should be
a violation of the regime in and of itself.

Finally, the regime must have sanctions, though any enforcement action
should be context specific and proportionate, especially given the funda-
mental rights in play (including but not limited to freedom of expression).
The range of mechanisms available within the HSWA are interesting
because they allow the regulator to try improve conditions rather than
just punish the operator; to some extent the GDPR and the Data Protec-
tion Act 2018 have a similar approach. Other options include adverse
publicity orders where the operator is required to display a message on
its screen most visible to all users detailing its offence which could result
in reputational losses.*® Another possibility, albeit one that would require
some thought in terms of implementation, is borrowing techniques from
restorative justice.*” For those that will not comply, the regulator should
be empowered to impose fines, including GDPR or competition policy
magnitude fines. The more difficult questions relate to what to do in
extreme cases. Should there be a power to send a social media services
company director to prison (as in the HSWA) or to turn off the service?
The Digital Economy Act 2017 (DEA) contains power’® (which was never
brought into force) for the age verification regulator to issue a notice to
internet service providers to block a website in the UK. Blocking orders,
even if technically effective, raise concerns about ‘collateral censorship” —
where a platform is blocked the speech rights of the platform’s users are af-
fected. This is particularly the case where there are large platforms carrying
many different types of content (most of which would be unproblematic).
These sorts of mechanisms — as well as criminal sanctions for speech —
raise questions about their proportionality from a freedom of expression
perspective. The DEA provided what could be a middle ground, though
again this provision has not been brought into force. Section 21 empowers

47 On the importance of evidence gathering powers, see the evidence of Sharon
White to the DCMS Select Committee, Disinformation and ‘fake news’: Final
Report, (Eighth Report of Session 2017-19) (HC 1791), 18 February 2019, para
33.

48 On the effectiveness of mechanisms leading to reputational loss see e.g. Armour
et al., “Regulatory Sanctions and Reputational Damage in Financial Markets”
(2017) 52(4) Journal and Financial and Quantitative Analysis 1429 — 1448.

49 Restorative justice is used in the context of criminal justice in England and Wales;
see here for CPS guidance: https://www.cps.gov.uk/legal-guidance/restorative-justi
ce.

50 Section 23 Digital Economy Act 2017.
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the regulator to issue notices to others who are dealing with the non-com-
plying operator, such as credit card or other payment services. According
to the Explanatory Memorandum to the DEA, the purpose of such a notice
is to bring the problem to the attention of these ancillary service providers
so as “to enable them to consider whether to withdraw services”,5! thus
disrupting the provision of the service. This approach might be deemed
problematic in that it uses private actors as enforcement mechanisms,?
though it should be noted that similar techniques have been used in other
regulatory contexts (e.g. cinemas were used as enforcement mechanisms
for age ratings for films).

Chapter 7. Conclusion

This paper has sought to distinguish between two models of regulation in
respect of social media: that aimed at content, which has been traditionally
used in the context of speech concerns and specifically in relation to the
mass media; and systemic regulation, which takes a process-based risk as-
sessment approach to regulation used in many industrial sectors. Drawing
on insights about the impact of design and choice architecture on user
freedom and behaviour, and based on the work of Carnegie UK Trust,
it has argued for the target of regulation to be the software and business
systems that make up social media services. Not only do these systems have
an impact on user behaviour but choices about the design and deployment
of such systems are under control of the relevant companies. Looking
to the UK legal environment, Carnegie UK Trust proposed a particular
vehicle by which systemic regulation could be deployed: the statutory duty
of care to create a general obligation enforced by a regulator rather than
ex post individual litigation. While the statutory duty of care as a vehicle

51 Explanatory Memorandum to the Draft Online Pornography (Commercial Basis)
Regulations 2018, available at: https://assets.publishing.service.gov.uk/governmen
t/uploads/system/uploads/attachment_data/file/749750/Explanatory_Memorandu
m_to_the_Draft Online_Pornography_ Commercial_Basis_ Regulations_2018.p
df

52 The DEA did not impose penalties on those which did not cooperate; in this it
might be different from the context of intermediaries in intellectual property.
More generally see M. MacCarthy, “What Payment Intermediaries are Doing
about Online Liability and Why it Matters” (2010) 25 Berkley Technology Law
Journal 1037, especially p 1056.
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to implement this model may be particular to the UK, the underlying
regulatory model could be deployed in other jurisdictions.
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Policy Developments in the USA to Address Platform
Information Disorders”

Sarah Hartmann

Abstract: This chapter focuses on three factors contributing to the larger
problem of information disorders in online platform environments — lack
of reliable sources, lack of platform accountability, and lack of competi-
tion. By addressing these root causes, legislators can try to reshape the
current communication environment in order to make it less vulnerable
to information disorders. This chapter highlights current policy proposals
and discussions on promoting trustworthy local news, incentivizing plat-
forms to decrease the circulation of harmful speech through reform of
Section 230, and increasing competition by mandating data portability
and interoperability.

Keywords: Platform Regulation; Disinformation; Section 230 Reform;
Intermediary Liability; Local News Subsidies; Data Portability; Interoper-
ability

Chapter 1. Introduction and Overview

Online platforms are intrinsically linked to information disorders as a
petri dish that allows extreme content, conspiracy theories and false infor-
mation to multiply.! The term “information disorder” refers to content
with different levels and combinations of falseness and intent to harm.?

* The chapter is based on Prof. Ellen P. Goodman’s presentation during the work-
shop “Platform and Media Regulation — New Trends in Western Democracies” in
February 2021. The author would like to thank Prof. Goodman for her helpful and
valuable advice and comments.

1 Hunt Allcott and Matthew Gentzkow, “Social media and fake news in the 2016
election”, Stanford University, Journal of Economic Perspectives 31 no. 2 (2017): 221.

2 Unknowingly incorrect representations (mis-information), intentionally manipu-
lating or fabricated content (dis-information) and factual information and speech
meant to attack or cause harm, such as hate speech or publication of private in-
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Information disorders include many buzzword phenomena such as “fake
news” and “hate speech”, but are not limited to these vague terms.

A couple of decades ago, conspiracy theorists did not have the means
to reach large audiences, let alone specifically target those they deemed
like-minded or receptive to their message. Access to multipliers, such as
broadcasting and print media, was controlled by professional journalistic
institutions that acted as a filter for extremist or factually false content
to protect themselves from liability. At the dawn of the internet age,
individual messages could be published through private websites to a po-
tentially unlimited audience. In practice, most private websites remained
the online equivalent of soapbox speeches and never attracted wide public
attention. Only the emergence of social media platforms introduced the
element of amplification to an instant and expanding audience. Unlike
legacy media outlets, platforms in their function as intermediaries do
not filter content according to journalistic standards® and apply little to
no upfront restriction, protected from liability for third party content as
“neutral” intermediaries.* Meanwhile, platforms have drained advertising
revenues of other media providers,’ especially on the local level,® and
effectively immunized themselves against potential competitors by holding
their user’s data hostage.

formation (mal-information), see Claire Wardle and Hossein Derakhshan, Informa-
tion Disorder: Toward and interdisciplinary framework for research and policy making,
(Council of Europe report DGI(2017)09, 2017), 21, https://rm.coe.int/information
-disorder-report-version-august-2018/16808c9c77.

3 Ellen P. Goodman, “Digital Information Fidelity and Friction”, Knight First
Amendment Institute at Columbia University, February 26, 2020, https://knightcol
umbia.org/content/digital-fidelity-and-friction.

4 Guy Rolnick et al., Protecting Journalism in the Age of Digital Platforms (Stigler
Center for the Study of the Economy and the State, University of Chicago Booth
School of Business, July 1, 2019), 190, http://www.columbia.edu/~ap3116/papers/
MediaReportFinal.pdf.

5 Jerrold Nadler, and David N. Cicilline, Investigation of Competition in Digital Mar-
kets — majority staff report and recommendations, (Subcommitee on antitrust, com-
mercial and administrative law of the committee on the judiciary, 2020), 57f.,
https://judiciary.house.gov/uploadedfiles/competition_in_digital_markets.pdfPutm
_campaign=4493-519.

6 Penelope Muse Abernathy, News Deserts and Ghost Newspapers — Will Local News
Survive? (The Center for Innovation and Sustainability in Local media, Hussmann
School of Journalism and Media, University of North Carolina at Chapel Hill,
2020), 8, https://www.usnewsdeserts.com/wp-content/uploads/2020/06/2020_News
_Deserts_and_Ghost_Newspapers.pdf.
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The effects of this media environment and the consequences of infor-
mation disorders became especially evident in the United States in 2020
and 2021: from widespread misinformation about COVID-19, such as
the alleged inefficacy of wearing face masks,” to allegations of election
fraud culminating in the unprecedented capitol riots of January 6™ 2021.3
Discussions on the fallout inevitably zeroed in on the role of online plat-
forms® and future preventive measures, with the US Congress holding a
hearing!® on the role of social media platforms in promoting misinforma-
tion and extremist content in late March 2021.

Across-the-board consensus maintains the need for measures against
information disorders. This consensus is deceptive, however, as little com-
mon ground exists on the issues to be addressed or suitable countermea-
sures. Therefore, current policy proposals cover several fields and present a
wide array of approaches. The following overview focuses on three factors
contributing to the larger problem of information disorders —lack of reli-
able sources, lack of platform accountability, and lack of competition. This
overview is not meant to be exhaustive, but instead aims to show the diver-
sity of proposals and highlight the most promising or most prolific current
policy approaches. Where appropriate, proposals are put into context with

7 See Richard A. Stein et al., “Conspiracy theories in the era of COVID-19: A tale
of two pandemics”, The International Journal of Clinical Practice 75 no. 2 (2021), 1,
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7995222/pdf/IJCP-75-¢13778.pdf

8 See Timothy W. Luke, “Democracy under threat after 2020 national elections
in the USA: ‘stop the steal’ or ‘give more to the grifter-in-chief?””, Educational
Philosophy and Theory (2021), https://www.tandfonline.com/doi/pdf/10.1080/0013
1857.2021.1889327?need Access=true.

9 See Facebook’s internal Report “Stop the Steal and Patriot Party: the Growth and
Mitigation of an Adversarial Harmful Movement, available through buzzfeednews,
April 26, 2021, https://www.buzzfeednews.com/article/ryanmac/full-facebook-sto
p-the-steal-internal-report?origin=tuh.

10 See H.R. Committee on Energy and Commerce, Memorandum on joint hearing
“Disinformation Nation: Social Media’s Role in Promoting Extremism and Disin-
formation”, March 22, 2021, https://docs.house.gov/meetings/IF/IF16/20210325/1
11407/HHRG-117-1F16-20210325-SD002.pdf
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recent EU initiatives such as the Digital Services Act!! and Digital Markets
Act.1?

Chapter 2. Lack of Reliable Sources — Measures against the Decline of Local
News

One factor contributing to the spread of mis- and disinformation is a lack
of trusted reporting and distrust in available reporting.!> Users are less
likely to believe and perpetuate falsehoods if these are presented alongside
reliable news on the same topics. An abundance of quality journalistic
content in users’ timelines might not directly counteract intentional com-
munication of factually incorrect or misleading content, but it would
immunize many of its recipients, enabling them to identify information
as false.' In essence, enough “good” speech could go a long way towards
countering “bad” speech.!s

Unfortunately, traditional news outlets as a source of “good” speech
have for years been suffering from declining revenues and competition
with online media. The economic crisis of 2009 and, more recently, the
effects'® of the COVID-19 pandemic have in particular taken their toll

11 European Commission, “Proposal for a REGULATION OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL on a Single Market For Digital Services
(Digital Services Act) and amending Directive 2000/31/EC”, COM(2020) 825
final, December 15, 2020.

12 European Commission, “Proposal for a REGULATION OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL on contestable and fair markets in the
digital sector (Digital Markets Act)”, COM/2020/842 final, December 15, 2020.

13 Rasmus Kleis Nielsen and Lucas Grave, ‘News you don’t believe’: Audience perspec-
tives on fake news (Oxford: Reuters Institute for the Study of Journalism, 2017), 7,
https://ora.ox.ac.uk/objects/uuid:6eff4d14-bc72-404d-b78a-4c2573459ab8/downloa
d_file?file_format=pdf&safe_filename=Nielsen%2B-%2BAudience%2Bperspective
s902Bon%2Bfake%2Bnews.pdf&type_of work=Report.

14 Nielsen and Grave, News you don’t believe, 5.

15 Marko Milanovic, “Viral Misinformation and the Freedom of Expression: Part I”,
EJIL:Talk!, Blog of the European Journal of International Law, April 13, 2020, https://
www.ejiltalk.org/viral-misinformation-and-the-freedom-of-expression-part-i/.

16 Anya Schiffrin, Hannah Clifford, and Kylie Tumiatti, Saving Journalism: A Vision
for the Post-Covid World (Konrad Adenauer Stiftung, January 2021), 3 f., https://ww
w.kas.de/documents/283221/283270/KAS_Saving+Journalism.pdf/8ee31596-7166-
30b4-551f-c442686f91ae?version=1.4&t=1611338643015.
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on local newspapers and local broadcasters, the main and most trusted!”
source of news throughout the country. The system of decentralized and
small private news providers was often unable to offer resistance to volatile
market conditions. The resulting “news desert”!® areas without access to
local news providers are more vulnerable to unchecked information or
misrepresentations that fill the void left behind.??

A recent report?® by Senator Maria Cantwell identified the market be-
haviour of dominant online platforms as one of two major reasons for
the struggling local news sector. Besides the general loss of ad business
to online media,?! news outlets suffer from “hijacking” of their content
by news aggregators, especially by Google and Facebook, with little to no
compensation.?? Her findings are in line with the conclusions of a House
investigation of competition in digital markets,”® which also pointed to
the dependency of news outlets on large platforms to disseminate their
content.>* On the one hand, news aggregation services and platforms
are important points of entry to direct users to news sites and generate
traffic.’ On the other hand, news sites often compete with their own
content excerpts and headlines presented by aggregators, rendering a visit
to the source webpage unnecessary.?¢ Overall, news content providers lack
the bargaining power to determine the conditions of access to their con-
tent on platforms.”” Changes in the platforms’ recommender algorithms,
such as Facebook’s adjustment to its News Feed in 2018, have had major
(negative) financial impacts on news sites and remain completely beyond
their control.?® Platforms may even place one-sided restrictions on con-
tent providers’ ability to monetize content on their own sites through ad
placement or paywalls, as was recently the case with Google’s Accelerated

17 Maria Cantwell, Local Journalism — America’s Most Trusted News Sources Threatened
(U.S. Senate Committee on Commerce, Science, and Transportation, October
2020), 7 £, hteps://www.cantwell.senate.gov/imo/media/doc/Local%20Journalism
9620Report%2010.26.20_430pm.pdf.

18 Abernathy, News Deserts and Ghost Newspapers, 8.

19 Nadler and Cicilline, Investigation of Competition in Digital Markets, 62.

20 Cantwell, Local Journalism.

21 Cantwell, Local Journalism, 14 f.

22 Cantwell, Local Journalism, 28 f.

23 Nadler and Cicilline, Investigation of Competition in Digital Markets.

24 Nadler and Cicilline, Investigation of Competition in Digital Markets, 63.

25 Nadler and Cicilline, Investigation of Competition in Digital Markets, 63.

26 Nadler and Cicilline, Investigation of Competition in Digital Markets, 59.

27 Nadler and Cicilline, Investigation of Competition in Digital Markets, 64

28 Nadler and Cicilline, Investigation of Competition in Digital Markets, 63.
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Mobile Pages feature for news.?’ The program requires news web pages to
be hosted on Google’s infrastructure with a limited number of ads to allow
for faster loading times and features no flexibility for paywalls.3

Both the recommendations of the House Investigation and the findings
in Senator Cantwell’s report suggest an antitrust approach, targeting cer-
tain platform business practices as abusive.3! Senator Cantwell especially
points out the need to address retaliatory practices, like hiding or remov-
ing local news content.3? In order to improve the disparity between the
bargaining power of local news providers and platforms, both reports
suggest introducing a (temporary) safe harbour for news publishers and
broadcasters to collectively bargain with news aggregators.>®> The House
Investigation references’* a draft bill>* by Representative Cicilline, who
also co-authored the Investigation, which sought to establish a limitation
of liability under antitrust law for news content creators. The exemption
would apply to negotiations among news content creators to collectively
withhold content from online content distributors or collectively negoti-
ate the terms for content distribution, given that the negotiations are
non-discriminatory to other news providers and the agreed terms would be
available to all news content creators.3¢

The Local Journalism Sustainability Act,?” proposed in July 2020 by
Representative Kirkpatrick, chooses a different approach, not relying on
antitrust law but rather creating tax incentives in order to support local
media. According to the draft bill, individuals are allowed tax credits of up
to 250 USD for subscriptions to local newspapers®® and small businesses®
are granted tax credits up to 5.000 USD for advertising in local newspa-

29 Cantwell, Local Journalism, 31f.

30 Nadler and Cicilline, Investigation of Competition in Digital Markets, 65.

31 Cantwell, Local Journalism, 56; Nadler and Cicilline, Investigation of Competition in
Digital Markets, 389 ft.

32 Cantwell, Local Journalism, 56.

33 Cantwell, Local Journalism, 55; Nadler and Cicilline, Investigation of Competition in
Digital Markets, 388.

34 Nadler and Cicilline, Investigation of Competition in Digital Markets, 389.

35 Journalism Competition and Preservation Act of 2019, H.R. 2054, 116 Cong.
(2019); see also Abernathy, News Deserts and Ghost Newspapers, 83 £.

36 See Sec. 2 (b) Journalism Competition and Preservation Act of 2019, H.R. 2054,
116 Cong. (2019).

37 Local Journalism Sustainability Act, H.R. 7640, 116™ Cong. (2020).

38 The tax credit covers 80% of the subscription costs for the first year and 50% for
the following years, see Sec. 2 (c) Local Journalism Sustainability Act, H.R. 7640,
116 Cong. (2020).

39 Businesses with less than 1.000 employees.
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pers, radio or television.*’ Local newspapers are also given direct tax credit
for 50% of their journalistically qualified employees’ salaries.*!

There appears to be hesitation to provide direct state subsidies to lo-
cal news providers** outside of minor COVID pension relief.4 In 2020,
Members of the House of Representatives suggested allocating a portion
of the government’s ad budget to local media.** Civil society proposals*
have meanwhile established the idea of cross-financing journalism through
taxes on platform ad or other revenue.* On the state level, Maryland has
already introduced a scale tax on revenue from digital ads displayed to
citizens of Maryland.#” While the tax is not tied to promotion of local
journalism and has a strong likelihood of being struck down, it could still
serve as a case study for other states in their efforts to fund local news. New
Jersey, on the other hand, does not currently tax digital advertising, but
has provided funds for the “Civic Information Consortium”,*® which will
distribute grants to projects reviving local media.#’

40 Sec. 2, 4 Local Journalism Sustainability Act, H.R. 7640, 116™ Cong. (2020).

41 Up to 12.500 USD per quarter and 30% from the fifth quarter, see Sec. 3 (b) (1),
(c) Local Journalism Sustainability Act, H.E. 7640, 116th Cong. (2020).

42 Schiffrin, Clifford, and Tumiatti, Saving Journalism, 12.

43 Craig Forman, “Covid Relief Bill Throws Lifeline to Transform Local news”,
NiemanReports, March 10, 2021, https://niemanreports.org/articles/covid-relief-b
ill-throws-lifeline-to-transform-local-news/; see also Abernathy, News Deserts and
Ghost Newspapers, 80.

44 See the statement of Debbie Dingell et al. of April 20, 2021, https://debbieding
ell.house.gov/uploadedfiles/200420supportlocalbroadcasters.pdf; a very similar
proposal was brought forward in Rep. Ryan’s Protect Local Media Act, H.R.
6913, 116" Cong. (2020).

45 See Schiffrin, Clifford, and Tumiatti, Saving Journalism, 24 £.; see also Guy Rolnick
et al., Protecting Journalism, 34 ff. with a ‘Media-Voucher’ proposal; David Ardia et
al., “Addressing the decline of local news, rise of platforms, and spread of mis-
and disinformation online — A summary of current research and policy proposals”
(Center for Information, Technology, and Public Life, December 2020), https://ci
tap.unc.edu/local-news-platforms-mis-disinformation/.

46 Guy Rolnick et al., Protecting Journalism, 54.

47 David McCabe, “Maryland Approves Country’s First Tax on Big Tech’s Ad Rev-
enue”, The New York Times, February 12, 2021, https://www.nytimes.com/2021/02
/12/technology/maryland-digital-ads-tax.html.

48 Sarah Stonbely, Matthew S. Weber, and Christopher Satullo, “Innovation in
Public Funding for Local Journalism: A Case Study of New Jersey’s 2018 Civic
Information Bill”, Digital Journalism 8, no. 6 (2020): 740-757.

49 See Civic Information Consortium, “About the Consortium”, accessed April 27,
2021. https://njcivicinfo.org/about/.
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Chapter 3. Lack of Platform Accountability — Draft Laws to Shrink Section 230
Immunity

A large share of the US debate on online platform regulation revolves
around immunity of platforms from liability and lack of effort on their
part to intervene against the spread of harmful or illegal content within
their own networks. Section 230 (c) in its current form prevents platforms
as “providers of interactive computer services” from being treated as
the publisher or speaker of information by another information content
provider. Furthermore, the Good Samaritan clause in Section 230 (c) (2)
excludes civil liability for removal or restriction of content in “good faith”.
Introduced in the mid-1990s to promote competition with the telecom-
munications network’® and allow new and innovative internet services
to establish themselves under protection from liability for third-party con-
tent,’! the immunity provision has lately been cited as part of the problem
in dealing with platforms. Critics from opposing ends of the political
spectrum focus on different aspects, for example alleging left-leaning bias
in content moderation®? and “censorship” by platforms of political opin-
ions,” or suggesting a systemic failure to sufficiently protect vulnerable
groups and prevent crime.’*

Over the last two years, a number of bills to reform platform immunity
have been presented, but none have been passed so far. Just since January
2021, seven different draft bills have been introduced or re-introduced

50 Karen Kornbluh and Ellen P. Goodman, “Bringing Truth to the Internet”, Democ-
racy Journal no. 53 (2019), https://democracyjournal.org/magazine/53/bringing-tru
th-to-the-internet/.

51 Paul M. Barret, Regulating Social Media: the Fight over Section 230 — and Beyond
(New York University Stern Center for Business and Human Rights, September
2020), 4, https://staticl.squarespace.com/static/5b6df958f8370af3217d4178/t/5£58d
£637cbf80185f372776/1599659876276/NYU+Section+230_FINAL+ONLINE+UPD
ATED_Sept+8.pdf.

52 See draft bill by Sen. Hawley, Ending Support for Internet Censorship Act,
S. 1914, 116" Cong. (2019).

53 See proposal for the CASE-IT Act, introduced by Reps. Steube and Gregory
excluding section 230 immunity for providers “stifling free expression”, Curbing
Abuse and Saving Expression In Technology Act, H.R. 285, 117t Cong. (2021);
see also a bill recently passed in Florida, fining social media platforms for “deplat-
forming” (blocking) political candidates, S.B. 7072, 2021 Session (Fla. 2021).

54 See e.g. the Safeguarding Against Fraud, Exploitation, Threats, Extremism, and
Consumer Harms Act, S. 299, 117th Cong. (2021).
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from the previous congressional session.*> The proposals can be broadly
categorized by the kind of content or involvement of the platform they
wish to exclude from immunity in the future.

Chapter 3.a. Limiting the Scope for Specific Categories of Content

The most straightforward and least controversial approach to reforming
Section 230 is exclusion of certain categories of content from immunity.
Draft bills along these lines are most likely to reach consensus. They
continue the idea of existing limitations*® for federal crimes, intellectual
property violations and sex-trafficking charges.>”

According to the SAFE TECH Act®® of Senator Mark Warner, Section
230 would no longer be viable as a defence against claims on grounds
of civil rights violations, cyberstalking, and harassment.*® However, the
proposal does not introduce explicit liability; it only removes the immuni-
ty granted by Section 230 as a “categorical bar” against legal redress by
victims.®® A narrower carve-out is included in Senator Lindsey Graham’s
EARN IT Act®! concerning child sexual abuse material.

55 See the legislative tracker by Kiran Jeevanjee et al., “All the Ways Congress Wants
to Change Section 230”, Slate, March 23, 2021, https://slate.com/technology/2021/
03/section-230-reform-legislative-tracker.html.

56 Eric Goldman, “An Overview of the United States Section 230 Internet Immuni-
ty”, in Online Intermediary Liability, ed. Giancarlo Frosio (Oxford University Press,
2020), 160 ff.

57 See 47 USC § 230 (e); see also Barret, Regulating Social Media, 5.

58 Safeguarding Against Fraud, Exploitation, Threats, Extremism, and Consumer
Harms Act, S. 299, 117t Cong. (2021).

59 See Sec. 2 (2) Safeguarding Against Fraud, Exploitation, Threats, Extremism, and
Consumer Harms Act, S. 299, 117th Cong. (2021).

60 See Mark Warner, “Warner, Hirono, Klobuchar Announce the SAFE TECH Act
to Reform Section 230”, Press Release, February 5, 2021, https://www.warner.sena
te.gov/public/index.cfm/2021/2/warner-hirono-klobuchar-announce-the-safe-tech-
act-to-reform-section-230; The exception to this rule is the FOSTA bill, in force
since 2018, which not only withdrew Section 230 protection for facilitation of
prostitution, but also instated a new offence, see 18 USC § 2421A.

61 Eliminating Abusive and Rampant Neglect of Interactive Technologies Act of
2020, S. 3398, 116™ Cong. (2020).
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Chapter 3.b. Amplification, Recommendation or Monetization of Content

Other initiatives focus on platform interactions with and treatment of
third-party content, rather than the content itself. A bill introduced by
Representatives Malinowski and Eshoo in October 2020%% seeks to limit
the scope of Section 230 in cases where the platform’s algorithm has influ-
enced the display of content to individual users, for example by ranking,
recommendation or amplification, and the affected information is directly
relevant to the claim. A similar legal argument was presented by plaintiffs
in the Force v. Facebook case.®® In his partially dissenting opinion, Judge
Katzmann concurred that the limitation of liability in Section 230(c) (1)
did not extend to Facebook’s friend- and content-suggestion algorithms as
they constitute original and separate messages from the content itself.®
The majority opinion, however, rejected this notion.® The immunity
exception proposed by Malinowski and Eshoo is only applicable to civil
action claims on grounds of civil rights violations or terrorism.®¢ The bill
also defines certain algorithmic actions as “obvious, understandable, and
transparent” which do not trigger the immunity exception, such as sorting
information chronologically, alphabetically, or by user rating.

The SAFE TECH Act, mentioned above, limits the scope of Section 230
from a different angle. The bill excludes immunity for content that users
or providers have been paid to make available.®” The provision is meant to
apply to advertisements which are placed and disseminated on platforms
against payment, but could also be interpreted as including paid cloud
services or paid prioritization.

Both proposals draw a dividing line between content that is treated
“neutrally” or “passively” and instances where services actively intervene in
content dissemination. Only services in the former category would contin-
ue to be protected from liability, while Section 230 would no longer apply
to the latter category.®® This differentiation is similar to the EU’s liability

62 Protecting Americans from Dangerous Algorithms Act, H.R. 8636, 116™ Cong.
(2020).

63 Force v. Facebook, Inc., 934 F.3d 53 (2d Cir. 2019).

64 Force v. Facebook, Inc., 934 F.3d 53 (2d Cir. 2019), 82.

65 Force v. Facebook, Inc., 934 F.3d 53 (2d Cir. 2019), 66.

66 42 USC §1985, § 1986.; 18 USC § 2333.

67 Sec. 2 (1) (a) Safeguarding Against Fraud, Exploitation, Threats, Extremism, and
Consumer Harms Act, S. 299, 117th Cong. (2021).

68 A similar approach was suggested by Rolnick et al., Protecting Journalism, 16.
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privilege for hosting services,® which also relies on determining whether
the provider’s relationship with third party content is “of a mere technical,
automatic or passive nature”.’? According to European Court of Justice
case-law, online platforms such as eBay start being “actively” involved once
they help optimize and promote individual sale offers, for example by plac-
ing ads for the offer in search engines.”! As a consequence, the hosting
privilege does not apply to eBay in this case. However, just as under Sec-
tion 230, excluding the liability privilege does not lead to automatic liabili-
ty, which must be provided separately by national or European law.”?

Chapter 3.c. Additional Obligations as Prerequisites for Immunity

Finally, different legislative and academic proposals seek to introduce new
accompanying obligations for platforms either as prerequisites for Section
230 immunity or as separate duties. The idea of “earned” immunity has
been discussed by Citron and Wittes, for example, on the condition of
reasonable moderation practices,”? and recommended in the Stigler report
in the form of a “quid pro quo” for fulfilment of obligations mainly relat-
ing to transparency.’* In the context of the recent congressional hearing,
Mark Zuckerberg of Facebook expressed support for a similar system of
conditional immunity, requiring compliance with best practice standards
of content moderation and systems to identify and remove harmful con-
tent.”> On the other hand, this approach has been criticized for conflating

69 Currently Art. 14 Directive 2000/31/EC of the European Parliament and of the
Council of 8 June 2000 on certain legal aspects of information society services, in
particular electronic commerce, in the Internal Market ('Directive on electronic
commerce'), OJ L 178, 17.7.2000, p. 1-16; see also Art. 5 Digital Services Act pro-
posal, COM(2020) 825 final.

70 Rec. 42 Directive on electronic commerce.

71 Case C-324/09, L’Oréal SA v eBay International AG [2011] ECR 1-06011, marginal
no. 116.

72 See Rec. 17 Digital Services Act proposal, COM(2020) 825 final.

73 Danielle Keats Citron and Benjamin Wittes, “The Problem isn’t just Backpage:
Revising Section 230 Immunity”, Georgetown Law Technology Review (2018): 453.

74 Rolnick et al., Protecting Journalism in the Age of Digital Platforms, 195.

75 Disinformation Nation: Social Media’s Role in Promoting Extremism and Disinforma-
tion: joint hearing before the United States House of Representatives Committee on
Energy and Commerce Subcommittees on Consumer Protection & Commerce and Com-
munications & Technology, March 25, 2021, Testimony of Mark Zuckerberg of
Facebook, Inc., 7, https://docs.house.gov/meetings/IF/IF16/20210325/111407/HH
RG-117-1F16-Wstate-ZuckerbergM-20210325-U1.pdf.
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the question of liability with other policy goals, which should be regulated
separately.”6

A draft bill by Senators Schatz and Thune, the PACT Act,”” contains
both comprehensive transparency and moderation provisions, such as a
duty to explain content moderation practices to users and establish a user
complaint mechanism,’® as well as a notice-and-takedown system tied to
Section 230. According to the proposal, the liability privilege only applies
to platforms who have either no knowledge of the content in question or
have taken the necessary steps to review and remove or otherwise restrict
the content after receiving notice.”” This approach most closely resembles
the current EU regime of the E-Commerce Directive and the Digital Ser-
vices Act proposal, where the liability privilege and additional obligations
are also regulated separately. Article 14 (1) of the E-Commerce Directive
exempts hosting services from liability if they either have no knowledge of
illegal activity or information or, upon obtaining such knowledge, restrict
the content in question. The Digital Services Act proposal builds upon
the principle of hosting privilege, but links it to a notice and action
mechanism, mandatory for online platforms.®® Qualified notices issued
through this mechanism are “considered to give rise to actual knowledge
or awareness”, thereby obligating the platform to act upon the notice in
order to benefit from the hosting privilege.8! Other obligations of interme-
diary services in the Digital Services Act proposal®? are not directly linked
to liability but subject to enforcement and monetary penalties in case of
non-compliance.’3
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83 See Art. 42 Digital Services Act proposal, COM(2020) 825 final.
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Policy Developments in the USA to Address Platform Information Disorders

Chapter 4. Lack of Competition — Introducing Portability and Interoperability

Finally, an important characteristic of the current environment that facili-
tated the spread of information disorders is the high concentration in the
platform market. General antitrust efforts in dealing with online platforms
have increased in the USA% and elsewhere. There is considerably less hesi-
tation in turning to antitrust law than to introducing media regulation.

Among the complex causes of platform dominance are so-called lock-in
effects; these disincentivise users of one service from switching to alternate
providers or using several services in parallel.®s This, in turn, creates high
entry barriers for competitors and renders users and the platform service
as a whole more vul