Chapter 4 - Sectoral frameworks and the E-Commerce
Directive — the enforcement gaps

A. Introduction

Chapter 3 provided an overview of the horizontal framework of intermedi-
ary liability at EU level. On the one hand, the legal challenges of the ECD
that hinder an effective enforcement against unlawful content arose out of
technological and socio-economic changes related to the internet. On the
other hand, these challenges are further complicated by the diversity of un-
lawful content online. The sectoral provisions that govern different areas
of content are to a large extent under the competency of Member States,
the EU having only indirect or peripheral influence. Exceptions may be the
AVMSD, the Infosoc Directive, the new (Copyright) Digital Single Market
Directive (DSMD) or the EU consumer protection and product regulation
aquis.8% However, some of these provisions only relate to certain aspects of
the content in question. Furthermore, the EU exercises peripheral influ-
ence in content regulation where EU constitutional principles are at stake.
These are mainly the free movement principles®® and fundamental rights,
such as freedom of expression and others protected by the ECHR and the
CFREU.% The EU also uses soft law instruments for protecting these prin-
ciples in certain areas of online content regulation, such as codes of con-
duct or memoranda of understanding. These shall be explored in more de-
tail in the respective content Sections.

Content regulated by Member States’ laws may fall under civil and/or
criminal law provisions. This may differ between Member States, as much
as normative consideration on unlawful content, their enforcement and
sanction mechanisms differ. Consequently, there are variations in the ap-
plication of sectoral content regulation between Member States and this
has an influence on the interaction with EU law, and specifically the inter-
mediary liability provisions contained in the ECD. To make matters more

809 Savin (n 384) 115.

810 Treaty on the Functioning of the European Union (Consolidated versions of the
Treaty on European Union and the Treaty on the Functioning of the European
Union 2016) Articles 49, 54, 114.

811 These are usually: ECHR Articles 8, 10; CFREU Articles 7, 8, 11, 16, 17.
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complex, the ECD provisions may coexist with specific rules for intermedi-
aries set out in sectoral provisions and with the general rules applied to sec-
ondary or intermediary liability through the ordinary law in Member
States. The interplay between these various intermediary liability frame-
works is complex. As will be shown, national courts tend to prioritise con-
stitutional and national ordinary law principles over EU law.812 This may
partly explain the limited success of the ECD in harmonising online inter-
mediary liability exemption conditions.

This chapter will also demonstrate how the arrival of the internet and
online intermediaries has influenced the substantive matter of sectoral law.
For example, in copyright the very reliance of the internet on constant
copying as a means of “transporting” information and the revolutionary
nature of dematerialised, digital copying have gone to the very substance
of that law itself. The more detailed analysis of case law in the area of digi-
tal copyright and internet intermediaries aims to demonstrate the techni-
cal and legal complexities of new intermediation practices on the internet.
UGC, content sharing or hyperlinking have all challenged courts, both in
the application of copyright law and intermediary liability provisions.
Have online intermediaries through which content is shared, become
more than just intermediaries in this process? Substantive trademark law,
on the other hand, has been less powerfully affected by the trend of digiti-
sation, especially where it concerns the activities of online intermediaries.
Only since recent have the vertically integrated activities of online market-
places started to be seen as affecting the scope of trademark protection di-
rectly. However, the superior economic interests at stake in this area have
triggered an equally powerful policy debate over the role and responsibili-
ties of online marketplaces. The discussion in this area will dedicate more
detail to the various policy initiatives, which started as early as 2011 with
the Memorandum of Understanding on the Sale of Counterfeit Goods
over the Internet.813

In the cases of defamation, hate speech and terrorist material online, the
role of intermediaries in amplifying or spreading content or in nudging
users to communicate in certain ways may still not make them liable au-
thors with primary responsibility. But could the new quality of facilitation
and manipulation of information exchange confer new, extended responsi-
bilities and liabilities on these intermediaries, and if yes, which? In general,

812 Benabou (n 334) 880; Kohl (n 280) 192.
813 ‘Memorandum of Understanding on the Sale of Counterfeit Goods over the In-
ternet, 2011’ (n 665).
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the liability of (online) intermediaries in the different content sectors is de-
pendent on the type of content and the specific legal traditions pertaining
to secondary or intermediary liability.

Finally, in the area of product and food safety the rise of e-commerce
conducted through intermediaries has led to significant enforcement chal-
lenges. Online marketplaces and other intermediaries are not the origina-
tors of unsafe, non-compliant or illegal products. But do the increasingly
vertically integrated activities of e-commerce intermediaries, which may of-
fer advertising, marketing, payments, logistics or financial services to sell-
ers and consumers, affect their responsibilities for the legality of products
sold? As lawmakers extend labelling, information and registration require-
ments onto products sold online and their sellers, does this also affect the
obligations of e-commerce marketplaces, which are offering their plat-
forms to thousands or even millions of sellers from across the world?

If this is not difficult enough, then each content sector also engages dif-
ferent fundamental rights. Different unlawful activities and content types
may cause different kinds of harms and trigger the public interest in a vari-
ety of ways. This may lead to different balancing exercises and outcomes, at
both Member State level and by content type, when determining the scope
of the responsibilities accorded to online intermediaries. The patchwork of
enforcement methods and standards applied against unlawful content can
be seen as yet another challenge to the establishment of an effective and
predictable common intermediary responsibility framework.

A number of central questions arise out of this heterogeneous picture:
Are the ECD’s general, horizontal provisions flexible enough to address
each sector’s and Member State’s specific interpretations on the legal pro-
tections and responsibilities of online intermediaries? Are there overarch-
ing online intermediary principles and characteristics that would justify a
horizontal approach to intermediary liability? If yes, how deep should new,
horizontally applied principles and responsibilities reach into sectoral
frameworks. Should sectoral frameworks be primarily structured by legal
area, the harm caused, or by the type of intermediary, or a combination of
all?

It is the aim of this chapter to contrast the different sectoral enforcement
frameworks of unlawful content and draw conclusions. Given the broad
scope of this work, these sectoral overviews can be but introductory and
selective. Each sectoral area will be analysed by giving an outline of the le-
gal provisions and competencies at Member State and at EU level. Where
relevant, examples will be used to highlight the differences in the substan-
tive laws of the Member States and the impact on enforcement on the in-
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ternet. The discussion aims to evaluate the suitability of the current ECD’s
liability exemption rules and their national transposition in effectively pro-
tecting rights at sectoral level and fighting unlawful activity in the specific
area. This analysis will include case law, technological trends and develop-
ments in private enforcement by platforms, such as the use of filtering or
content recognition. Finally, policy trends and developments will be criti-
cally reviewed.

This chapter will be a demonstration of how the complex multi-level
regulatory set up of the EU has amplified the enforcement problems of the
broad, profound and fast transformations caused by the internet. It aims to
complement the description of the horizontal legal challenges of the inter-
mediary liability framework described in the previous chapter. These two
chapters will serve as a backdrop for the development of a new intermedi-
ary responsibility framework, which will be attempted in Chapter 6.

B. Personality rights and public order: defamation, hate speech and terrorist
content

1. Defamation
I. Defamation online - background

Together with copyright infringements, defamatory comments belong to
the earliest unlawful activities that involved the liability of intermediaries
on the internet. Unrestricted online speech was a major achievement of cy-
berspace for the early Libertarian utopians of the internet. It also influ-
enced early perceptions of cyberspace as a borderless and open medium.314
As the internet commercialised and became more popular in daily use,
however, this free speech ethos created more and more conflicts. Online
defamation or libels became more frequent. Comments posted by users
against or about others on news servers or bulletin boards® or carried
through internet access providers® caused the first significant legal chal-

814 Edwards, ‘The Fall and Rise Of Intermediary Liability Online’ (n 119) 51. see
also Chapter 2 A

815 Such as the previously discussed Cubby (n 371); Godfrey v Demon Internet Limited
[1999] High Court Of Justice Queen’s Bench Division 1998-G-No 30, EWHC
QB 240.

816 Bunt v Tilley & Ors (2006) [2006] EWHC 407 (QB) (England and Wales High
Court Queen’s Bench Division).
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lenges in courts against the new intermediaries of the internet. Apart from
pursuing the actual authors, the complaining parties also went after online
intermediaries. They claimed that they were either liable for the defamato-
ry comments as publishers, or that they were negligent as transmitters in
failing to remove or prevent unlawful statements.

There are ongoing legal discussions on the role online intermediaries
play in defamation via the internet. Oster, for example, discusses in relation
to common law jurisprudence the view that, if publication is interpreted as
an act of communication, then any internet intermediary that participates
in this act, simply by virtue of providing the technical facilities, could be
seen as a publisher. He notes the basic flaws of the concept of passive inter-
mediary in this context.?!” That view could then be extended to any unlaw-
ful acts facilitated in that way by an internet intermediary, putting the in-
termediary firmly in the chain of responsibility.8'® Under common law
rules, online intermediaries, be they IAPs or hosting providers, could seek
defences as innocent disseminators of (defamatory) information. Introduc-
ing this knowledge element moves the tort of defamation closer to liability
for negligence and the exercise of reasonable care.?!® Others, however, de-
fine publication more narrowly as acts that confer editorial responsibility
and tie the liability of intermediaries for defamatory content to whether
they are publishers, subject to strict liability.52°

In the US, early online defamation cases have contributed to the formu-
lation of the current framework that regulates intermediaries’ liability ex-
emptions under the CDA. This Act’s almost unfettered immunities of on-
line intermediaries against defamatory content reflect the robust and far
reaching free speech protections under the US Constitution’s First Amend-
ment.??! This means that the rights to privacy or protection of personal da-
ta succumb more often than not to the right of free speech, which in turn
means that intermediaries are less required to intervene in the availability
of content.

This balance is somewhat different in the EU. Pollicino et al have pointed
towards almost diametrically opposite assessments in Europe and the US

817 Jan Oster, ‘Communication, Defamation and Liability of Intermediaries’ (2015)
35 Legal Studies 348, 354-356, 358. In that context, the “passivity test” under
Articles 12 (1) — 14 (1) should rather become a “mere dissemination” test. (358)

818 Benabou (n 334) 871.

819 Oster (n 816) 357.

820 Lipton (n 23) 120.

821 Oster (n 816) 351. Omer (n 493) 301-304.
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when dealing with the impact of the internet on fundamental rights:322 In
Reno v ACLU the US Supreme Court stressed the importance of encourag-
ing freedom of speech enabled by the internet and assumed that govern-
ment would be more likely to censor than to promote that freedom. It
called therefore for a broad protection of internet intermediaries from lia-
bility for third party speech.’8?3 In Europe, however, the ECtHR stressed,
notably in Shtekel v Ukraine and in KU v Finland, the new risks and harms
that content and communications on the internet posed to the fundamen-
tal right of privacy. This, it said, outweighed the risk to freedom of expres-
sion. Policies regulating the internet had to be adjusted to this new tech-
nology in order to adequately protect all fundamental rights.824

Although the above cases were judged by the ECtHR, which has no ju-
risdiction over EU law, many of the ECHR rights and freedoms have been
taken over into the CFREU. This includes the two freedoms which are
most commonly engaged when dealing with (online) defamation cases:
the freedom of expression and the right to a private life. Both have found
their way into the online intermediary jurisprudence of the CJEU at sever-
al occasions. Given the specific European and EU values, the CJEU, the
ECtHR and national courts have traditionally accorded a more measured
emphasis to the freedom of speech right than in the US. Consequently,
that right has traditionally been restricted more widely by the right to pri-
vacy$? and other rights, such as the protection of personal data’?e.

II. The legal framework of defamation in the EU

Apart from the fundamental rights principles, the EU influence on
defamation law comes mainly from three areas:3?” the determination of ju-

822 Oreste Pollicino and Marco Bassini, ‘Free Speech, Defamation and the Limits to
Freedom of Expression in the EU: A Comparative Analysis (Ch. 21)” in Andre;j
Savin and Jan Trzaskowski, Research Handbook on EU Internet Law (Edward El-
gar Publishing 2014) 351-352.

823 Reno v. American Civil Liberties Union (n 396) para 855. In: Pollicino and Bassini
(n 821) 531.

824 Editorial Board of Pravoye Delo and Shtekel v Ukraine [2011] ECtHR (Fifth Sec-
tion) 33014/05 [63] and KU v Finland [2008] ECtHR (Fourth Section) 2872/02
[49]. In: Pollicino and Bassini (n 821) 531.

825 A prominent example being Delfi (n 777).

826 Google Spain v AEPD and Mario Costeja Gonzdlez, number C-131/12 [2014]
EU:C:2014:317 (CJEU) [97].

827 Savin (n 384) 130.
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risdiction in cases that involve international defamation on the internet,828
the choice of law®?® and, where applicable, the intermediary liability provi-
sions of the ECD. Matters of jurisdiction are probably the most hotly dis-
cussed legal issue in online defamation today. There is by now ample ju-
risprudence by the CJEU that has attempted to interpret the Brussels I
regulation in the online context.®3 This subject shall not be treated here.
However, the ongoing discussions and disputes on this particular issue just
illustrate how much defamation is a transnational phenomenon and how
much the internet has influenced this problem.

By contrast, the substantive legal provisions on defamation are not har-
monised across the EU and remain under Member States’ national compe-
tencies. Given different legal and cultural traditions, these substantive pro-
visions may vary considerably. In most Member States defamation may
still incur criminal charges, including prison sentences that vary between
one and 96 months. However, there is a marked overall trend to decrimi-
nalise this offence. In practice, civil sanctions for defamatory acts have be-
come the norm.?3! Defamation law can serve as a useful example for a
study on how harmonised framework rules for intermediary liability ex-
emptions interact with national sector laws that may vary significantly not
only with regards to normative aspects, but also procedural set-ups and
sanction regimes.

828 Regulation (EU) No 1215/2012 on jurisdiction and the recognition and enforce-
ment of judgments in civil and commercial matters 2012 Article 7.

829 Regulation (EC) No 864/2007 of the European Parliament and of the Council
of 11 July 2007 on the law applicable to non-contractual obligations 2007 (O] L
199). Although this applies only to tort law conflicts.

830 For an overview: Emeric Prévost, ‘Study on Forms of Liability and Jurisdictional
Issues in the Application of Civil and Administrative Defamation Laws in
Council of Europe Member States’ (2019) Council of Europe study
DGI(2019)04.

831 ‘Out of Balance - Defamation Law in the European Union: A Comparative
Overview for Journalists, Civil Society and Policymakers’ (n 479) 7-11. Savin (n
384) 126.
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III. Defamation, online intermediaries and the ECD in national law
a. UK

The UK’s 2013 Defamation Act®3? deals directly with online intermedi-
aries. In other Member States, the various general principles of third party
liability would be engaged when defamation-related claims arise against in-
ternet intermediaries.

Article S5 (2) of the UK Defamation Act creates a defence for a website
operator that can show that it has not posted the defamatory speech on its
site. This can be likened to the conditions governing the availability of the
hosting defence in Article 14 (1) ECD, which requires that an intermediary
service provider stores information at the request of a service recipient, and
that that recipient does not act under the authority of the host.333 This de-
fence is unavailable when the claimant could not identify the originator of
the post and when the claimant provided the website host with a notice
and the host failed to respond to that notice.®3* Furthermore, the Act de-
fines the content of a valid notice of complaint and opens up the possibili-
ty to specify procedural requirements through separate regulations, such as
response times for notices and provisions on dealing with the identity of
the originator.333

These provisions have been described as making the immunities of the
ECD redundant.?3¢ While the Defamation Act indeed appears to impose
conditions that are congruent with Article 14 ECD, it can also be argued
that it makes use of the options provided in the ECD for Member States to
formulate additional provisions for NTD or for duties of care. The
Defamation Act provisions are indeed more detailed than those of the
ECD. Regarding duties of care, the fact that the website operator only has
a defence if the claimant was able to identify the originator of the defama-
tory comments (and reacts to notices), may incite the operator to put sys-
tems in place that discourage or ban anonymity.?3” Anonymity is to this
day one of the major problems of dealing effectively with defamation and

832 Defamation Act 2013 c. 26.

833 Directive 2000/31 (ECD) Article 14 (2).

834 Defamation Act 2013 c. 26 Article 5 (3).

835 ibid Article 5 (5) (6).

836 Kohl (n 280) 192-193.

837 Alex Mills, ‘The Law Applicable to Cross-Border Defamation on Social Media:
Whose Law Governs Free Speech in “Facebookistan”” (2015) 7 Journal of Me-
dia Law 1, 28.
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other unlawful speech acts.838 However, this defence has apparently rarely,
if ever, been used by intermediaries during its more than five years of exis-
tence. Website operators may find this provision too complicated and
unattractive compared to other available defences.?3?

UK case law shows that courts can rely on several legal sources when de-
termining the liability (exemptions) of intermediaries in defamation cases:
ordinary law, represented by common law concepts of innocent dissemina-
tion or knowing involvement in publication,?* the aforementioned
Defamation Act and the ECD, as transposed by the 2002 Electronic Com-
merce Regulations.?#! While in most cases online intermediaries have
rarely been found directly liable for defamatory comments, UK judges
tend to look first at the common law and nationally based provisions be-
fore making use of the EU law.342

In Bunt v Tilley,$® the claimant Mr. Bunt brought proceedings against
several IAPs alleging they were responsible for defamatory comments
made on a blog that was communicated using the IAPs’ services. The judge
looked first and foremost at the common law defence of innocent dissemi-
nation and concluded that the IAPs were entirely passive. This meant they
did not need any other defences, such as for example provided by the 1996
Defamation Act or the 2002 Electronic Commerce Regulations.$#* Never-
theless, in examining these statutes the judge found that these additional
defences would also have been valid.

Tamiz v Google, decided six years later, deals with defamatory content on
a blog hosted by Google. The claimant alleged that Google was liable for the
defamatory comments by failing to remove them in a timely manner. The
case was heard by the same judge who sat in Bunt v Tilley, and decided us-
ing the same methodology, coming to an identical conclusion. Google did
not act as a publisher according to common law principles and therefore

838 Omer (n 493) 319-320.

839 Wilson Brett, ‘Defamation Act 2013: A Summary and Overview Six Years on,
Part 2, Sections 4 to 14 = (Inforrm’s Blog, 30 January 2020) <https://inforrm.org/
2020/01/30/defamation-act-2013-a-summary-and-overview-six-years-on-part-2-sect
ions-4-to-14-brett-wilson-1lp/> accessed 13 March 2020.

840 Bunt v Tilley & Ors (n 815) paras 17, 23.

841 The Electronic Commerce (EC Directive) Regulations 2002 Articles 17 - 19.

842 Kohl (n 280) 192-193, 197.

843 Bunt v Tilley & Ors (n 815).

844 ibid 37.

233

(o) ENR


https://inforrm.org/2020/01/30/defamation-act-2013-a-summary-and-overview-six-years-on-part-2-sections-4-to-14-brett-wilson-llp/
https://inforrm.org/2020/01/30/defamation-act-2013-a-summary-and-overview-six-years-on-part-2-sections-4-to-14-brett-wilson-llp/
https://inforrm.org/2020/01/30/defamation-act-2013-a-summary-and-overview-six-years-on-part-2-sections-4-to-14-brett-wilson-llp/
https://inforrm.org/2020/01/30/defamation-act-2013-a-summary-and-overview-six-years-on-part-2-sections-4-to-14-brett-wilson-llp/
https://inforrm.org/2020/01/30/defamation-act-2013-a-summary-and-overview-six-years-on-part-2-sections-4-to-14-brett-wilson-llp/
https://inforrm.org/2020/01/30/defamation-act-2013-a-summary-and-overview-six-years-on-part-2-sections-4-to-14-brett-wilson-llp/
https://doi.org/10.5771/9783748927051-225
https://www.nomos-elibrary.de/agb

Chapter 4 - Sectoral frameworks and the E-Commerce Directive — the enforcement gaps

did not need a defence under the other two statutes.?*S However, it would
have been accorded such defences under the 1996 UK Defamation Act
and, alternatively, under protections afforded to hosting providers under
the 2002 Electronic Commerce Regulations. The appeals court agreed in
principle that Google would not be a primary or secondary publisher under
the common law principle of innocent dissemination. However, for the
five weeks that elapsed between notification and removal the company
would have associated or made itself responsible for the comments and
thus be seen as a publisher.?4¢ Since the case was struck out because of triv-
iality the court did not see a need to look into the potential availability of
immunities under the Electronic Commerce Regulations.

Finally, in the more recent case of Galloway v Frazer & Others,3¥ a
Northern Irish politician brought an action against YouTube alleging that
the VSP was responsible for publishing defamatory videos about him.
Google sought the protections of the Article 14 ECD hosting provider im-
munities for its YouTube service. The judge in this case again mentioned
the possibility of Google to seek protection under common law, the 1996
Defamation Act and the EU-law-based 2002 Electronic Commerce Regula-
tions. Finding that “while there are striking similarities between these different
defences, there are obvious differences” the court looked first at the common
law protections applied in preceding cases.?* It judged that the reasonable
time to react to a notice had been overstepped. 23 days was perceived as
too long given the gravity of the allegations. Therefore, the common law
concept of knowing interference in the publication applied for the time
between notification and removal. The remainder of the judgement seems
to indicate consideration of the 1996 Defamation Act, which requires that
a website operator must have no knowledge or reason to believe that they
contributed to a defamatory publication for it to have a defence. The find-
ing that Google did not react swiftly enough given the serious and alarming
nature of the comments may also indicate reference to the 2002 Electronic
Commerce Regulations, which require an expeditious removal after notifi-
cation.?¥

845 Tamiz v Google Inc Google UK Ltd [2012] England and Wales High Court
(Queen’s Bench Division) HQ11D03178, [2012] EWHC 449 (QB) [39].

846 Tamiz v Google Inc [2013] England and Wales Court of Appeal (Civil Division)
A2/2012/0691, [2013] EWCA Civ 68 [34-36].

847 Galloway v Frazer, Google Inc (YouTube) and Ors (n 627).

848 ibid 67.

849 ibid.
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In all three cases the hierarchy and relationships between the available
defences are ambiguous. Moreover, the harmonising element of the ECD
is not at all visible. The UK judges may, understandably, be more interest-
ed in finding the most appropriate and effective provisions to deal with the
legal conflict at hand, rather than establish a hierarchy of the available le-
gal defences. If, however, common law doctrines exist in conjunction with
national provisions on defamation and the latter include specific provi-
sions for online intermediaries, EU law may indeed be perceived as redun-
dant in litigation practice.?° This applies even more where the EU law
leaves considerable room of interpretation and lies outside of national le-
gal traditions and customs. It should be said that the newer 2013 Defama-
tion Act has alleviated some of this disaccord with the 2002 Electronic
Commerce Regulations, which however, appears to be scarcely used in
practice.

b. France

In France, the delict of defamation is defined through the 1881 Press
Law.8! This law is used for determining whether a remark or publication
qualifies as defamatory. The law is more geared towards responsibilities of
press publication in a pre-digital world, as it envisages civil and criminal
sanctions mainly against the authors, editors and directors of publica-
tion.352 In 1982, the law on audiovisual communication®3 introduced
communication to the public by audiovisual means into the 1881 Press
Law, tying responsibilities to the same parties. Finally, when France adopt-
ed the ECD through its 2004 Loi pour la confiance dans ['économie numérique
(LCEN) it extended the rules of the 1982 law to electronic communica-
tions. This added the intermediary liability protections®>* to all infractions
covered by the French Press law, including defamation, but also incite-
ment to violence, hate and discrimination.

850 With Brexit this has now indeed become a mere theoretical point. However, it
still serves as a good example of the complex interplay between national and EU
intermediary rules.

851 Loi du 29 juillet 1881 sur la liberté de la presse Articles 29 - 35.

852 Renard and Barberis (n 361) 130-133.

853 Loi n° 82-652 du 29 juillet 1982 sur la communication audiovisuelle 1982 Arti-
cle 93-3.

854 Loi n° 2004-575 du 21 juin 2004 pour la confiance dans ’économie numérique
2004 (2004-575) Article 6.
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While the main defences of this law target primarily editors and publish-
ers, there is also the more generally available defence of prescription which
stipulates that a defamatory act can only be complained against within
three months after which it was committed. This extends to internet publi-
cations and may constitute an additional defence for intermediaries in
France. It has been differently interpreted by French courts. Earlier judge-
ments saw internet publications, due to their characteristic of allowing for
unlimited re-publications, as constant and successive offences. Conse-
quently, the prescription period of three months started when such publi-
cation ceased, which questions the adequacy of this defence for internet
publications.?5> Another court stipulated that the prescription period start-
ed anew with each modification of an internet address.®5¢ Finally, later
judgements appear to concur that the prescription period starts with first
publication, a date which is easily established from the server logs of inter-
net hosts, or at the date when a judicial summons is delivered to the reg-
istry of a court.?”

A glimpse on the interaction between the ordinary law defences on con-
tributory liability in the Code Civil®>® and the defences available through
French press law, and inter alia, the hosting immunities provided by the
LCEN, can be gained from the above-mentioned case of Les Editions R. v
Google France.®¥ A claimant brought an action against Google Search’s auto-
suggest functionality, which associated his name with the term escroc
(“crook”). First, the court rejected the claims for defamation and public in-
jury according to the Press Law: the action had passed the prescription pe-
riod of 3 months. Secondly, the autosuggestion function was seen as pro-
tected by the freedom to impart and receive information. Thirdly, the
court also denied the claimant the parallel application of the Code Crvil if
this concerned an action that the claimant had already targeted by invok-

855 Carl L v Raphaél M, Thierry M et Réseau Voltaire (2000) Unreported (Tribunal de
Grande Instance de Paris 17¢éme chambre, Chambre de la presse).

856 Jean-Louis C v Ministére public, la Ligue internationale contre le racisme et I'an-
tisémitisme (Licra), la Ligue frangaise pour la défense des droits de I’homme et du
citoyen, le Mouvement contre le racisme et pour l'amitié entre les peuples (Mrap) et
I’Union des étudiants juifs de France (Uejf) (1999) Unreported (Cour d’appel de
Paris 11éme chambre correctionnelle, section A). For this and the judgement in
(n. 790) see also : Renard and Barberis (n 361) 131.

857 Les Editions R v Google France, Google Inc (2013) Unreported (Tribunal de grande
instance de Paris 17éme chambre civile).

858 Code Civil - Articles 1240 & 1241.

859 Les Editions R. v Google France, Google Inc. (n 856).
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ing the French Press Law. Invoking the Code Civil in this way was seen as a
means to circumvent the procedural obligations of the French Press Law.
Considering that a successful claim for defamation and public injury
would have engaged the hosting provider protections of the LCEN/ECD,
then it can be argued that the Code Civil’s contributory liability provisions
and the LCEN are mutually exclusive for defamation cases. Meanwhile, a
case against Wikimedia France, where this association was charged with
deleting a Wikipedia page with defamatory remarks, was struck out by the
Paris appeals court because the claimants failed to call on the appropriate
provisions of the French Press Law. The court reminded the claimants that
alleged abuses of the freedom of expression, including against intermedi-
aries, could only be repaired by the 1881 Press Law, and not by the Code
Crvil 30

It appears therefore that defamatory acts or any acts sanctioned under
the French Press law that involve online intermediaries, would automati-
cally disqualify the (joint) use of the Civil Code and the LCEN provisions
concerning online intermediaries. Meanwhile “neighbouring” offences
such as denigration would allow for the engagement of the LCEN and the
Code Civil.8! For these acts, broader contributory liability rules of the
French Code Civil and the bespoke online intermediary protections of the
LCEN) coexist and are not mutually exclusive but rather apply in a cumu-
lative manner.8¢2

c. Germany

In Germany, defamatory acts are covered by Article 323 of the German civ-
il code (BGB),%%3 which imposes damage reparation on those who violate
the life, body, health, property or other rights of others. The most com-
mon unlawful acts committed online that fall under this provision are vio-
lations of personality rights, such as defamatory acts, denigration or state-
ments of false facts.8¢4 It should be noted that the wide formulation of this
Article also opens the door to further liabilities. False or inciting state-

860 Monsieur X et la société Z v Wikimedia France (2014) Unreported (Cour d’appel
de Paris, Pole 2 — Chambre 7).

861 M X et Nouvelles de I'annuaire Frangais v Qwant (2020) Unreported (Cour d’appel
de Paris, pole 1, chambre 3).

862 Benabou (n 334) 880-881.

863 BGB Article 323 - Schadensersatzpflicht.

864 Hoeren and Bensinger (n 337) 4.
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ments may also engage product liabilities or infringe the right to conduct a
business. These claims however are usually not directly invoked by
claimants.8> Meanwhile, defamatory comments may also be punishable
under the German criminal code. Articles 187 makes libel and slander of
defamatory comments punishable with up to 5 years imprisonment. Arti-
cles 185 and 186 make “neighbouring” offences such as insult and mali-
cious gossip subject to a maximum of two and one year imprisonment, re-
spectively.8¢¢ In German practice, the Telemediengesetz (TMG) which trans-
poses the ECD into German law®¢” acts like a filter before any responsibili-
ties according to the civil and penal codes are being allocated.®¢® Courts
would therefore look first at the qualification of the online intermediary in
question as a host or mere conduit and then apply concepts of interferer
(“Storer”) liability in view of the applicable sectoral provision of the unlaw-
ful act.

With regards to defamatory comments this means that once qualified as
an online intermediary under the TMG, German courts apply the interfer-
er liability doctrine. The BGH decided in its Blogspot judgement that a
Google-owned blog portal only needed to fulfil its due diligence obligations
once it had been notified of defamatory comments. However, the BGH ac-
knowledged that it may be difficult for a host provider to determine the
legal nature of defamatory content. A host provider would only need to
act, if the notification was detailed and specific enough in order to affirm
its illegality without difficulty, i.e. without detailed legal and factual analy-
sis.8 Once, however, the illegal nature of the content had been estab-
lished it had not only an obligation to remove it, but also to prevent future
violations of this kind.%7° It should be noted that the relatively formalised
procedure to determine and apply interferer liability means that German
courts can draw from jurisprudence in other legal areas, such as violations

865 ibid 4-5.

866 Strafgesetzbuch Article 185 - 186.

867 Telemediengesetz Articles 7 - 10.

868 Hoeren and Bensinger (n 337) 19; Spindler, ‘Prazisierungen Der Storerhaftung
Im Internet Besprechung Des BGH-Urteils ,Kinderhochstithle Im Internet™ (n
723) 107. This statement, however, needs to be qualified for copyright infringe-
ments, where courts lately tend to establish first whether the intermediary en-
gages in direct violations of copyright, thus sidelining the verification of the
hosting provider status.

869 Verantwortlichkeit eines Hostproviders fiir einen das Personlichkeitsrecht verletzenden
Blog-Eintrag (Blogspot) [2011]1 BGH VI ZR 93/10, GRUR 2012, 311 [25 0 27].

870 ibid 24.

238

(o) ENR


https://doi.org/10.5771/9783748927051-225
https://www.nomos-elibrary.de/agb

B. Personality rights and public order: defamation, hate speech and terrorist content

of trademark rights or protection of minors. While this makes for a con-
ceptually unified and predictable approach®”! it has also been criticised as
being disproportionate. Applying duty of care modus operandi from, for ex-
ample, the area of economic rights (such as IP) may not take account of
the specific balancing exercises needed in the area of online speech.?”2 The
fear would be that automated infringement prevention technologies e.g.
from the area of counterfeit prevention online, be applied directly to the
area of defamation, leading to an undue restriction of speech and expres-
sion online.

d. Differences in assessing the manifestly illegal nature of defamation

Due to the different normative evaluations of national defamation laws,
there are also differences at national level in determining when and if
defamatory speech is manifestly illegal. This in turn may have an influence
on the presumed knowledge after notification and the expectation of
proactive duties according to the diligent economic operator concept.

Austrian courts have repeatedly held that defamatory comments are
manifestly illegal and could therefore be more straightforwardly deter-
mined by intermediaries following a notification.8”? In the Facebook case
judged by the CJEU, the Austrian court of first instance explained its pre-
ventive injunctions with the argument that the social network had failed
to remove clearly obvious unlawful comments after being notified.## In
the same vein, Belgian courts have ruled incontestable defamatory com-
ments as manifestly illegal 875

Meanwhile, German, French, Dutch or UK courts have been less
straightforward, with at times contradictory assessments regarding the
manifestly illegal nature of defamatory comments.?”¢ In the Blogspot judge-
ment the BGH said that a host provider could not always be expected to
identify defamatory comments as clearly unlawful. It would need to rely
on specific notifications and statements from involved parties to help it de-

871 Swiss Institute of Comparative Law (n 652) 286.

872 Spindler, ‘Prazisierungen Der Storerhaftung Im Internet Besprechung Des
BGH-Urteils ,Kinderhochstiihle Im Internet™ (n 723) 107.

873 European Commission, ‘SEC(2011) 1641 Final’ (n 11) 34. Van Eecke and
Truyens (n 316) Chapter 6 18.

874 Glawischnig-Piesczek v Facebook, [2016] Handelsgericht Wien 11 CG 65/16 w - 17.

875 European Commission, ‘SEC(2011) 1641 Final’ (n 11) 35.

876 Verbiest and others (n 315) 51-61, 100.
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cide whether to remove or retain the comments in question.?”” Earlier de-
cisions by German courts have been less indicative on this matter.58
French courts have also absolved host providers from needing to investi-
gate whether comments posted on YouTube against an apparel retailer con-
stituted defamation. In this case, defamation did not necessarily constitute
a manifestly unlawful act.” By contrast, in the UK Google was faulted for
failing to identify notified content concerning an MP as clearly defamato-
ry 880

The ECtHR has implied in its Delfi ruling that defamation constituted
clearly unlawful speech, putting it on the same footing with hate speech
and incitement to violence. It found that liability of intermediaries for
such speech was an effective remedy for protecting the personality rights of
the persons targeted by this kind of unlawful speech.’8! The assessment of
the clearly unlawful nature of the comments posted on the Delfi website
played a role when finding the company guilty of failing to remove and
prevent this kind of content.

The expectations on online intermediaries to determine the unlawful
nature of speech notified to them differ across the EU. On the one hand, it
appears excessive to enlist private intermediaries in content decisions that
affect fundamental rights, especially when there is no clear-cut case over
the nature of the content. Private actors are ill fitted to make decisions that
should be reserved to regulators and judges. Today’s online platforms are
more often than not driven by commercial interests that aim at maximis-
ing revenue from online content and that influence content management
decisions. On the other hand, in the face of the ongoing flood of unlawful
speech on the internet, what choice exists other than involving these essen-
tial communication intermediaries more proactively in this fight? This will
become even clearer when looking at other, more harmful, types of unlaw-
ful content. The ECD has not been helpful in finding a common EU ap-
proach to making the intermediary liability exemptions provide an effect-
ive remedy for violations of personality rights.

877 Blogspot (n 868) paras 25-27.

878 Hoeren and Bensinger (n 337) 29.

879 H&M Hennes & Mauritz Logistics GBC France et HO'M Hennes & Mauritz AB v
Google Inc, Youtube (2013) Unreported (Tribunal de grande instance de Paris).

880 Galloway v Frazer, Google Inc (YouTube) and Ors (n 627) para 67.

881 Delfi (n777) para 67.

240

(o) ENR


https://doi.org/10.5771/9783748927051-225
https://www.nomos-elibrary.de/agb

B. Personality rights and public order: defamation, hate speech and terrorist content

e. Defamation and the interactive, social web

Before the rise of Web 2.0 intermediation, defamatory acts were almost en-
tirely restricted to postings on newsgroups or bulletin boards that were ac-
cessed by other users. Social media, UGC intermediaries and personalised
web navigation have added a new dimension to not only defamatory acts
but all sorts of unlawful content. The specific challenges of the interactive
web with regards to defamation law and intermediary liability shall be
briefly lined out.

Search engines have developed Autocomplete or Suggest functions with
the aim to accurately predict searches conducted by users. Social networks
and UGC platforms direct user attention. They manipulate the dissemina-
tion of information through recommender functionalities, targeted filter-
ing or pre-defined personalisation choices of how to engage with con-
tent.?82 These functionalities are based on conscious architectural design
choices by todays’ online intermediaries aimed at maximising attention,
amplifying messages selectively and personalising the user experience.38?
This is ultimately done for nothing else than business reasons:3%4 Advertis-
ing revenue is linked to the ability to optimise microtargeting of users
while at the same time maximising the circulation of and exposure to con-
tent. Although most of these nudging mechanisms remain opaque and
subtle, they are powerful and put in question the role that these platforms
play in the publication process.

Would a search engine that suggests an association of a defamatory re-
mark with a specific search term be a mere passive host or actually provide
its own content and become liable as a publisher?®® In Germany, the BGH
saw that Google Search provided its own content when suggesting addi-
tional words in order to complete a users’ search. The autocomplete func-
tionality did not qualify as mere conduit, caching or hosting activity.88¢
Nevertheless, the BGH chose not to apply direct publisher liability but re-
sorted to znterferer liability, charging Google with failure to apply duties of
care that would also apply to a hosting provider after being notified of the
search suggestion’s unlawful nature. It appears that the BGH took account

882 Lavi (n 199).

883 Oster (n 816) 351. Lavi (n 199) 64.

884 Anupam Chander and Vivek Krishnamurthy, ‘The Myth of Platform Neutrality’
(2018) 2 Georgetown Law Technology Review 17, 404.

885 Oster (n 816) 359.

886 Verantwortlichkeit des Betreibers einer Suchmaschine mit Suchworterginzungsfunk-
tion [2013] BGH VI ZR 269/12, 108/2013 JurPC WebDok [20].
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of the fact that the autocomplete function rested on an algorithm which,
while producing the unlawful association, was not intentionally designed
to violate the rights of others. However, Google would need to take mea-
sures to prevent that its software violates the personality rights of others.%8”
What appears to be important is that the BGH recognised the active nature
of this intermediary service and refused to apply the intermediary liability
immunities of the ECD. Oster, by contrast, argues that such a function
would make search engine providers content owners.538

Other nudging mechanisms of social media or UGC platforms men-
tioned above have scarcely been the subject of intermediary liability con-
siderations as yet. In Facebook, the CJEU noted the risk inherent in social
networks that “tnformation which was beld to be illegal is subsequently repro-
duced and shared by another user.” This and the availability of automated
search tools and technologies arguably influenced its decision to confirm
Facebook’s proactive duties to prevent the spread of defamatory remarks as
adequate. Meanwhile, users that “Like” defamatory remarks on Facebook
have been found as potentially being liable for defamation. However, Face-
book’s own involvement in providing a medium and the architecture for
amplifying defamatory remarks in this way was not discussed in this recent
Swiss case.?¥? The role of these architectural nudges is more than just neu-
tral: the intermediary facilitates the generation of content that it prefers on
its platform. The use of automated content management tools that rely on
big data only exacerbates that activity. In that context, a truly neutral de-
sign or provision of technical infrastructure may not exist,®° or may in-
deed have never existed since the ascendance of Web 2.0. May greater lia-
bilities for (evil) nudges, whose content management practices cause severe

harm, be justified?8!
IV. Summary and outlook

An authoritative, EU wide interpretation of the obligations of online inter-
mediaries in the fight against defamatory speech comes from the CJEU’s

887 1ibid 26.

888 Oster (n 816) 359.

889 André Miiller, “‘Wegen Facebook-Likes verurteilt | NZZ’ Neue Ziircher Zeitung
(29 May 2017) <https://www.nzz.ch/zuerich/aktuell/bezirksgericht-zuerich-wege
n-facebook-likes-verurteilt-1d.1298231> accessed 24 March 2020.

890 Lavi (n 199) 28-32. Chander and Krishnamurthy (n 883).

891 Lavi (n 199) 71-82.
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Facebook ruling. First, it appears that online intermediaries like Facebook
can safely rely on the hosting provider protections as long as national
courts determine it this way. The removal duties after notification remain
reasonably clear, yet the decision on the manifestly illegal nature that will
stir intermediaries into action lie again with national courts. On the pre-
ventive obligations, it appears that a diligent operator in a defamation sce-
nario would need to prevent the identical comment from any user on its
network, and similar comments only from the user at fault. The implica-
tion is that, following a sufficiently specific and detailed notification, auto-
mated tools could be tuned in a way that allow for an effective prevention
of the same and similar comments without manual intervention. Manual
intervention, on the other hand, would not only be seen as too onerous,
but also as coming close to a (prohibited) general monitoring obligation.
Whether this provides enough clarity for intermediaries in future defama-
tion cases is open to question. First, the determination of the hosting
provider status may be thwarted by other provisions in national defama-
tion laws. Secondly, an active provider may be subject to differing obliga-
tions according to national systems, which may not even foresee such a hy-
brid role (e.g. like France but unlike Germany). Thirdly, the CJEU’s Face-
book guidance on hosting providers duties may still undergo assessment of
the various national secondary liability rules. All this makes for rather dis-
parate applications of the intermediary liability rules in the EU with re-
gards to defamatory speech online.

Given its largely private law nature and the national competencies of
Member States on defamation, there have been no specific policy actions at
EU level. However, given the ongoing salience of the issue a more coordi-
nated policy at EU level may indeed be beneficial for the protection of EU
citizens.?? The border between defamatory remarks, hate speech and in-
citement to violence is often fluid. In the face of the incessant continuation
of defamatory comments, but mainly because of its more extreme itera-
tions, the EU and Member States have stirred into policy action over re-
cent years. At national level notably Germany, France and the UK have
passed national laws in the area of hate speech and disinformation that
may also cover certain defamatory acts. These shall be treated in the next
section in more detail.

892 Savin (n 384) 142.
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2. Hate speech
I. The phenomenon of hate speech on Web 2.0

The ever-growing connectivity of people worldwide through social media
and UGC platforms did not remain unexploited by extremists and pop-
ulists. Recent negative events around the world, such as the 2008 financial
shock, migrant crises, terrorist attacks, environmental disasters or the
Covid 19 pandemic have been widely exploited by these people to spread
their extreme views via the internet. The internet allows for the sort of in-
formation intermediation that would appear to provide a fertile ground
for the spread of extreme, polarising and hateful speech. The sheer scale of
publications on the internet makes their identification and categorisation
frustratingly cumbersome. Digital publication is instantaneous, global in
its reach, notoriously difficult to eradicate and can be multiplied and
shared endlessly. Most speech is hosted by a handful of intermediaries
which connect “communities” of hundreds of millions, or even billions of
users. It is distributed through content management practices that are little
understood outside the corporate realm of these intermediary platforms.
Speech on these networks is published with virtually no editorial con-
trol.893 Last but not least, hate speech online is facilitated also by the rela-
tive ease with which a speaker can obscure their identity and post anony-
mously.

Hard data on the global spread of hate speech is difficult to come by due
its elusive nature and different definitions of the phenomenon at national
level. However, various national and regional statistics and reports testify
to the rising influence of hate speech online and its negative impact on
open and democratic societies. Hate crimes in general are also thought to
be widely underreported.®?* This has a lot to do with the fact that the loud-

893 Catherine O’Regan, ‘Hate Speech Online: An (Intractable) Contemporary Chal-
lenge? (2018) 71 Current Legal Problems 403, 416-417.

894 Iginio Gagliardone and others, Countering Online Hate Speech (UNESCO 2015)
13; Daniel Geschke and others, “#Hass Im Netz - Der schleichende Angriff auf
unsere Demokratie’ (Institut fiir Demokratie und Zivilgesellschaft (IDZ) 2019)
<http://www.das-nettz.de/publikationen/hass-im-netz-der-schleichende-angriff-a
uf-unsere-demokratie> accessed 3 April 2020; Laetitia Avia, Karim Amellal and
Gil Taieb, ‘Renforcer La Lutte Contre Le Racisme et I’antisémitisme Sur Inter-
net - Rapport a Monsieur Le Premier Ministre’ (2018) 10-11 <https://www.gouv
ernement.fr/rapport-visant-a-renforcer-la-lutte-contre-le-racisme-et-l-antisemitis
me-sur-internet> accessed 21 April 2021. ‘State of Hate 2020 - Far Right Terror
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est, vilest and most extreme speakers usually intimidate those with mea-
sured views and respectful and tolerant debating cultures. It also leads to
the latter withdrawing from the debate, seemingly leaving the field to the
“haters” and extremists and thus causing chilling effects to freedom of
speech. In addition, there is a proven link between the spread of hate
speech via social networks, on the one hand, and radicalisation of certain
parts of society and acts of violence against minorities or certain groups of
society, on the other. Its impact is particularly grave and dangerous for
young people and minors.3?> Hate speech has become a hotly debated issue
for politicians and societies, and, together with fake news, has, according
to Edwards, become one of the “two new horsemen of the infocalypse”3%6
over the last decade.

Despite an almost global recognition of the problem there is no interna-
tionally agreed definition of hate speech. The variety of definitions and le-
gal instruments on the subject appear to target most commonly speech
that is xenophobic and racist.??” However, most people today, and indeed
many legal instruments, would also include all sorts of speech that dis-
criminates and incites to hatred and violence against people on the basis of
their gender, sexual orientation, a disability, age, religion, social, political
and other characteristics. Another common characteristic is that hate
speech is based on unsubstantiated, distorted or false facts.3%8

Goes Global’ (HOPE not hate 2020) <https://www.hopenothate.org.uk/wp-cont
ent/uploads/2020/02/state-of-hate-2020-final.pdf> accessed 9 April 2020.

895 Philip Brey, Stéphanie Gauttier and Per-Erik Milam, Harmful Internet Use. Study
Part 11, Part II, (European Parliament, European Parliamentary Research Service
2019) 18 <http://www.europarl.europa.cu/RegData/etudes/STUD/2019/624269/
EPRS_STU(2019)624269_EN.pdf> accessed 6 April 2020; Geschke and others (n
893); Avia, Amellal and Taieb (n 893) 12.

896 Edwards, “With Great Power Comes Great Responsibility?: The Rise of Platform
Liability’ (n 661) 286.

897 Alisdair A Gillespie, ‘Hate and Harm: The Law on Hate Speech’ in Andrej Savin
and Jan Trzaskowski (eds), Research Handbook on EU Internet Law (Edward Elgar
Publishing 2014) 490.

898 Savin (n 384) 140.
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II. The legal framework of hate speech
a. Fundamental rights at stake

Like in the area of defamation, hate speech online engages different, at
times conflicting fundamental rights. On the one side of the spectrum is
the right to freedom of expression which is broadly protected both under
the CFREU and the ECHR.%? This covers controversial and borderline
speech that may disturb, offend or shock, because its toleration is a necessi-
ty for the existence of an open and democratic society.”®® On the other
side, incitement to hatred and violence may affect the dignity, equality and
safety of the targeted persons.”®! Different legal instruments, that common-
ly rely on international human rights standards, may spell out these rights
in a variety of ways. For the EU, they are guaranteed through the CFREU
in Articles 1, 6, 7, 10, or Title III, which, respectively, protect human digni-
ty and guarantee the freedom to security, and private and family life, con-
science and religion and equality to everyone. Under the ECHR and the
ECtHR case law this may involve for example the protected right to a pri-
vate life (Article 8)°°2 or the prohibition of discrimination (Article 14).99 It
should also be remembered that hate speech itself may have a chilling ef-
fect on freedom of speech. Both the CFREU and the ECHR have abuse of
rights provisions which may be triggered where the borders of freedom of
expression are overstepped.?%4

Under the EU legal and cultural tradition hate speech is therefore always
subject to a balancing exercise of various fundamental rights with the right
to freedom of expression. Freedom of expression is therefore no absolute
right and restrictions to its exercise must be limited to what is strictly nec-
essary for the general interest.”% In the US, by contrast, freedom of speech
enjoys a much more blanket protection and asserts itself more readily over
potential violations of privacy, personal integrity and dignity and other
rights. This also means that online speech that is prohibited in the EU, or
its Member States, may be admissible in the US. An early demonstration of
these differences in the scope of freedom of speech online can be seen

899 Articles 11 and 10, respectively

900 Handyside v The United Kingdom [1976] ECtHR (Plenary) 5493/72 [49].
901 Gagliardone and others (n 893) 27.

902 Delfi (n 777); MTE (n 784).

903 Handyside (n 899).

904 Such as in Delfi (n 777) para 136.

905 CFREU Article 52 (1); ECHR Article 10 (2).
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from the famous Yahoo case in the US and France which was discussed in
Chapter 2.90¢

b. EU regulation

Without going into exhaustive detail on the international framework set
up in the fight against hate speech online, some key provisions concerning
the EU shall be mentioned briefly. The EU became more actively involved
in political initiatives concerning hate speech since the 1990s. The Amster-
dam Treaty started a process of gradual expansion of the EU’s focus be-
yond a purely economic union. The 1996 Joint Action to combat racism
and xenophobia®” was a first step to coordinate judicial cooperation and
encourage Member States to criminalise hate speech. In the following
years the EU Treaties included specific commitments to ensuring equality
and combating discrimination. Article 10 TFEU defines the fight against
“discrimination based on sex, racial or ethnic origin, religion or belief, disability,
age or sexual orientation” as an aim when the Union defines and imple-
ments its policies. To this end, the EU enacted the 2008 Framework Deci-
sion to combat racism and xenophobia by means of criminal law.”8 While
this instrument does not specifically address hate speech crimes online, it
can be seen as the main existing means of the EU to fight hate speech
where it concerns racist and xenophobic expressions. This also reflects a
general position that no distinction should be made between on- and of-
fline hate crimes.”"

Racist and xenophobic speech online is, however, targeted through the
2003 Additional Protocol to the Convention on Cybercrime, whose signa-
ture is not obligatory for EU Member States.”!® The main thrust of these
instruments is to achieve that Member States criminalise hate crime acts,

906 UEJF and Licra v. Yahoo! Inc. and Yahoo France (n 358); Yahoo! Inc. v. La Ligue
Contre Le Racisme Et L’Antisemitisme (n 360). see Chapter 3

907 Joint Action 96/443/JHA to combat racism and xenophobia 1996 (O] L185).

908 Council Framework Decision 2008/913/JHA of 28 November 2008 on combat-
ing certain forms and expressions of racism and xenophobia by means of crimi-
nal law 2008 (OJ L 328).

909 Gillespie, ‘Hate and Harm: The Law on Hate Speech’ (n 896) 496-497.

910 Additional Protocol to the Convention on Cybercrime, concerning the crimi-
nalisation of acts of a racist and xenophobic nature committed through comput-
er systems 2003 (European Treaty Series - No189). By the time of writing 24
Member States had signed the Protocol and 17 had ratified it.
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apply aggravated and standard minimum penalties, enhance international
judicial cooperation, clarify jurisdictional issues and regulate the interac-
tion with fundamental rights. The substantive provisions on hate speech
crimes, their definition and enforcement remain in the hands of Member
States. The broad definitions of hate speech and the relatively broad discre-
tion given to implementing the Framework Decision means that thresh-
olds for criminalising hate speech vary across Member States.”!!

The ECD is another key tool at EU level, as it attempts to harmonise the
liability exemptions of the intermediaries through which hate speech is
shared and amplified. As will be shown below, the uneven application of
these liability immunities also plays out when looking at the interpreta-
tions at national level on how internet intermediaries may be utilised in
the fight against hate speech. However, it is important to note that Mem-
ber States, in line with the exceptions provided by the Treaties, may divert
from the country-of-origin principle and restrict an ISSP from another
Member State to provide services where public policy objectives, which in-
cludes the fight against incitement to hatred, are being impacted.®'> Mean-
while, according to Recital 10 ECD, any EU action must ensure a high lev-
el of protection of general interest objectives, in particular the protection
of minors and human dignity. The significance of hate speech as a crime
that may affect Member States’ public interest and the mandate of the EU
to act in the fight against hate speech, given the Treaty objectives, give
both parties strong reasons to act. The ECD’s choice of action in this area
are self-regulatory codes of conduct. Article 10 (e) ECD encourages the
Commission and Member States to create industry codes of conduct re-
garding the protection of minors and human dignity.

i. The EU Code of Conduct on illegal hate speech online
In 2016, the European Commission brought major internet companies

that operate online platforms to the table, in order to conclude such a self-
regulatory agreement. The Code of Conduct on countering illegal hate

911 Teresa Quintel and Carsten Ullrich, ‘Self-Regulation of Fundamental Rights?
The EU Code of Conduct on Hate Speech, Related Initiatives and Beyond’ in
Bilyana Petkova and Tuomas Ojanen (eds), Fundamental rights protection online:
the future regulation of intermediaries (Edward Elgar Publishing 2020) 204.

912 Directive 2000/31 (ECD) Article 3 (4).
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speech online?’3 builds on the 2008 Framework Decision. It makes the link
between the need for an effective application of criminal laws on hate
speech, as envisaged by the Framework Decision, and the necessity of on-
line intermediaries to act expeditiously when notified of unlawful hate
speech. The Code was a result of EU actions following the March 2016 ter-
ror attacks in Brussels. This also underlines the public policy and security
aspects of hate speech spread online.

The internet companies commit to review and remove the majority of
illegal hate speech within 24 hours of receipt of a valid notification. The
code also encourages the IT companies involved to educate users, provide
flagging and reporting tools as well as commit resources aimed at the effi-
cient removal of notified content. The companies also commit to have in
place internal rules or community guidelines that prohibit hate speech and
to review any notifications first according to these guidelines, and sec-
ondly, where necessary, according to national law. This is remarkable as it
indeed elevates the internal rules of these companies to quasi law, a status
that they may already enjoy more discretely given their massive global
reach. However, this confirms a more worrying development of public ac-
tors outsourcing the enforcement of the law to private companies, without
little or no democratic oversight.”14

The fundamental rights balancing exercises required under EU law are
complex. The exercise is made more complex by the variation in national
laws. For one, these kind of content decisions can only be operationalised
to a certain extent. It remains then open how accurate these decisions are
given the time limit of 24 hours. Whether they result in overblocking is
another question, however. A doubt can be raised about whether a soft in-
strument like this code would really pressure these companies to overblock
content and traffic, the lifeblood of their business. Secondly, it is of con-
cern that these decisions are put in the hands of private companies whose
content management policies are often deeply rooted in US American and
often more Libertarian free speech values®'S that may not fit with Euro-

913 ‘Code of Conduct on Countering Illegal Hate Speech Online’ (n 542). The ini-
tial participants YouTube, Facebook, Twitter and Microsoft have since been
joined by Instagram, Google+, Dailymotion, Snap and Jeuxvideo.com

914 Article 19, ‘Responding to “Hate Speech”: Comparative Overview of Six EU
Countries’ (2018) 14 <https://www.article19.org/wp-content/uploads/2018/03/E
CA-hate-speech-compilation-report_March-2018.pdf> accessed 20 August 2018;
Quintel and Ullrich (n 910) 206.

915 Danielle Keats Citron, ‘Extremist Speech and Compelled Conformity’ (2018) 93
NOTRE DAME LAW REVIEW 43, 3.
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pean values. It is likely that in order to avoid the quagmire of ruling on a
patchwork of national hate speech laws across the globe, social media plat-
forms apply more uniform standards that escape closer scrutiny.

An EU assessment of the regular transparency reports issued by social
media companies as part of the Code of Conduct shows increases in the
removal rates of notified content from 28% in 2016 to 72% in 2019 and in
the 24-hour turnaround time from 40% to 89%. Meanwhile the amount of
notifications has been rising continuously. For example, Facebook reported
an increase in removed hate speech postings from 3.3 million during the
last quarter of 2018 to 4 million in the first quarter of 2019.91¢ Other mea-
sures that social media companies reportedly improved under the Code in-
clude processes for trusted flaggers of hate speech, the involvement of civil
society in notifying and determining unlawful content, as well as appeals
procedures. This all has led the Commission to claim that the Code has be-
come an industry standard.”!”

The Code stays squarely within the limits of the ECD by trying to for-
malise ex-post standards of content notification and removal that are main-
ly focussing on the quantitative aspect of takedowns. No commitment is
made to bringing transparency into the decision-making processes of these
companies, the appeals procedures or the reporting on decision accuracy.
There is also no commitment to actions that would improve the preven-
tion of abusive and unlawful behaviour on these platforms in the first
place as the worrying trend of an increase in hate speech online continues
despite the existence of the Code. There are by now a number of proposals
and projects that look at introducing more proactive responsibilities for
the prevention of unlawful activities, which shall be discussed in Chapter
6. The narrative of the Code being a “reactive” industry standard rather fits
the ethos of the big internet players, which have traditionally rejected any
government intervention that interferes with their operating models.!8

The Code clearly demonstrates the fix the EU finds itself in with regards
to the ECD. The Commission may well be wanting to impose more far
reaching responsibilities on online platforms. But the main competencies

916 European Commission, ‘Assessment of the Code of Conduct on Hate Speech
Online - State of Play (Information Note) - 12522/19’ (European Commission
2019).

917 European Commission, ‘How the Code of Conduct Helped Countering Illegal
Hate Speech Online - Factsheet’ (2019).

918 Stephen Kinsella, ‘Twitter Cannot Keep Hiding Behind Blanket Anonymity’
(Inforrm’s Blog, 6 April 2020) <https://inforrm.org/2020/04/07/twitter-cannot-kee
p-hiding-behind-blanket-anonymity-stephen-kinsella/> accessed 9 April 2020.
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in this regard lie with Member States. The substantive rules on hate
speech, the participation in the Cybercrime Convention’s Additional Pro-
tocol and the ECD allocate the decisive powers to Member States. Under
the ECD, the role of the Commission is restricted to encouraging, together
with Member States, the creation of codes of conduct. Meanwhile, the for-
mulation of NTD procedures, the imposition of measures to prevent an in-
fringement (in Article 14 (3)) or the application of duties of care (Recital
48) remain in Member States’ hands.

The next, more assertive efforts in the EU’s strategy to fight the surge of
hate content online were its 2017 Communication and the 2018 Recom-
mendation, both aimed at tackling illegal content online. While broader
in their sectoral scope, these instruments allocate particular attention to
the fight against hate speech, especially in connection with terrorist con-
tent.”"? The Commission mentions the progress made through the Code of
Conduct in removing and acting on notified illegal hate speech, but also
says that unlawful content, including hate speech, remains a serious prob-
lem. These two documents provide the first clearer iterations that advocate
for the use of proactive detection and removal measures on the side of plat-
forms in the fight against hate speech, and other types of illegal content.
Importantly, the Commission puts forward that proactive and automated
detection and removal tools would not automatically lead to the loss of the
hosting provider immunities under the ECD (Article 14). Moreover, they
could be performed in compliance with the general monitoring prohibi-
tions in Article 15 ECD.2° The latest assessment report of the Code of
Conduct also summarises the proactive and automated detection activities
undertaken by Twitter, Facebook and YouTube. For the latter two com-
panies, 65% and 87% of removed unlawful content had been picked up by
software. All content identified in this way was allegedly reviewed by hu-
mans before being removed.””! The Communication also mentions that a
more aligned approach to fighting unlawful content online, which ties to-
gether separate efforts across Member States by content type and type of
platform, would be beneficial for the fight against unlawful content in
general. Nevertheless, sector specific differences would be appropriate and

919 European Commission, ‘COM (2017) 555 Final’ (n 69) 20; European Commis-
sion, ‘C(2018) 1177 Final’ (n 8) Recital 4.

920 European Commission, ‘C(2018) 1177 Final’ (n 8) Recitals 24 - 27.

921 European Commission, ‘Assessment of the Code of Conduct on Hate Speech
Online - State of Play (Information Note) - 12522/19’ (n 915) 6-7.
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justified.?2 However, since the Recommendation no further rules specific
to the combat of hate speech have been issued at EU level.

ii. The AVMSD and the DSA proposal

In the area of media policy, the EU included video-sharing platforms
(VSPs) in the scope of the recently recast Audio-Visual Media Services Di-
rective (AVMSD). VSPs now have an obligation to “take appropriate mea-
sures to protect ... the general public from programmes, user-generated videos
and audiovisual commercial communications containing incitement to violence
or hatred.”™?* In addition, VSPs have to protect minors from programs that
could harm their development and prevent programs that contain content
the dissemination of which constitutes a criminal offence. This concerns
terrorist content, child pornographic material and racist and xenophobic
hate covered under the 2008 Framework Decision. It means that VSPs that
operate in the EU, such as YouTube, Vimeo, DailyMotion or Twitch, but also
social media platforms that host video content (e.g. Facebook, Instagram)
will fall under this Directive.

The AVMSD includes a list of concrete protective measures that VSPs
may have to take. These are mainly targeted at users, such as providing
clear terms and conditions as to non-permissible content, giving users the
opportunity to rate and flag content, providing parental control measures
or establishing age verification systems. Which of these measures are ap-
propriate, needs to be determined by the VSP after consideration of the
type of content, its potential harm and the type of users and their vulnera-
bilities as well as by considering the general interest.”># This, however,
would require VSPs to engage in a more detailed risk assessment process as
to the specific harms that their business model and content may cause.
Such an obligation is a useful step in imposing a degree of responsibility
and duty of care on VSPs with regards to the prevention of hate speech
content. Member States are required to be in a position to assess the appro-
priateness of the protective measures taken by VSPs.??% This can be seen as
a useful starting point to establish procedures for accountability of these

922 European Commission, ‘COM (2017) 555 Final’ (n 69) 5-6.
923 AVMSD 2018/1808 Article 28b (1) (b).

924 ibid Article 28b (3).

925 ibid Article 28b (5).
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platforms with regards to the measures taken to protect users from hate
speech.

Member States may impose stricter requirements. However, they need
to follow the intermediary liability framework of the ECD (Articles 12 —
15). The EU warns in particular against any measures that would be in
conflict with the general monitoring prohibition of Article 15 ECD, such
as requiring VSPs to install upload filters.??¢ It also encourages the use of
co-regulation to put in place these protection measures. It tasks the Euro-
pean Regulators Group for Audiovisual Media Services (ERGA) with coor-
dinating these measures as well as providing technical advice on regulatory
matters in the area of hate speech. 927

The AMVSD foresees more concrete and proactive measures for VSPs in
protecting users against hate speech than what is currently in place for oth-
ers types of content at EU level. The involvement of the public sector in
assessing and supervising the implementation of measures against hate
speech constitutes a new step. But the measures are necessarily limited by
the ECD’s intermediary liability provisions. They do not contain more for-
malised NTD procedures or detail on the scope of proactive detection mea-
sures for hate speech. In addition, the imposition of anti-hate speech mea-
sures for one type of content or platform business model, as opposed to
the whole sector, may create further fragmentation of the already dispersed
intermediary liability landscape in the EU.

The AVMSD needs to be transposed into Member State laws by Septem-
ber 2020. It will be interesting to see how ERGA, Member States’ supervi-
sory authorities and VSPs engage in the setup and assessment of protective
measures against hate speech (and other regulated content). The arrange-
ments set out in the AVMSD are a first steps towards a co-regulatory struc-
ture, and may well be more fitting to create true industry standards than
the purely self-regulatory Code of Conduct on hate speech.

The EU’s 2020 DSApackage proposes to place enhanced obligations on
intermediary service providers. This would also cover actions against illegal
hate speech. While the DSA proposal would not be the appropriate vehicle
for aligning national provisions of illegal hate speech, it proposes a set of
harmonised obligations for intermediaries that target the fight against hate
content, where it is illegal under national law. Very large online platforms
(VLOPs), in particular, would have to put in place specific risk manage-
ment systems to address systemic risks related to illegal content, including

926 ibid Article 28b (3).
927 ibid Article 28b (4), Recital §8.

253

(o) ENR


https://doi.org/10.5771/978374892705