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Consciousness and Psychometric Modeling

Entering ›consciousness‹ into Google Scholar on Dec. 16th 2020 
yielded 4.500.000 hits. There is a plethora of researches, paradigms, 
and results related to consciousness. One might conclude that this is 
an especially productive and innovative area of research. However, the 
wealth of issues, results, and paradigms on specific conscious pro­
cesses as well as on general issues of consciousness may also indicate 
that some scientific disciplines (e.g., neuroscience, theology, philos­
ophy, psychology) are partly unable to cope with the broadness, het­
erogeneity, and complexities implied by the topics related to ›con­
sciousness‹. It seems that research on consciousness is still quite a 
challenge. In the following, a transdisciplinary perspective on con­
sciousness will be tried out. The transdisciplinary perspective is based 
on the analysis of a possible parallelism between (1) some neurocog­
nitive results on consciousness, (2) some philosophical accounts on 
consciousness, and (3) psychometric modeling and its possible rela­
tionship to consciousness. The arguments from each discipline are 
outlined in a separate section below. The parallelism that will be out­
lined below is based on the observation that some neurocognitive 
results indicate (1) that a localization of specific brain regions of con­
sciousness might be difficult, that (2) a philosophical demonstration 
of consciousness of individual reactions might be impossible, and (3)
that consciousness can be distributed on ›true‹ and ›error‹ compo­
nents of measurement so that psychometric measurement cannot 
unambiguously determine the latent variables that are the basis for 
(conscious) behavior. Thus, the parallelism implies that conscious­
ness occurs at the borders of neurocognitive science, philosophy, and 
psychometrics. If consciousness is placed at the borders of the disci­
plines, one may ask why humans use the term ›consciousness‹ in 
order to provide statements on a scientifically rather intangible phe­
nomenon. A tentative answer to this question is presented in the final 
part of the third, psychometric section: In a simulation study, a model 
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whose number of parameters was larger than the number of measured 
variables was more robust against minor and irrelevant changes in the 
data. The phenomenon of a model having more parameters than mea­
sured variables is termed ›indeterminacy‹ in the psychometric litera­
ture. It was proposed that there might be an adaptive advantage for 
organisms to be regulated by a system that can be described as an 
indeterminate model that is robust against minor data changes 
because a robust model may enhance the continuity of behavior across 
time. If consciousness is an aspect of such a model, an organism 
equipped with consciousness may have an advantage in producing 
substantial continuity of behavior. Moreover, one may use the 
term ›consciousness‹ in order to describe a system providing behavior 
that is consistent across time but that can nevertheless not be unam­
biguously determined from available data. This is, of course, a tenta­
tive interpretation of the outlined parallelism of neurocognitive, 
philosophical, and psychometric perspectives. Certainly, other trans­
disciplinary perspectives on consciousness are possible. Nevertheless, 
in order to provide a basis for further research, the details of a per­
spective on consciousness being related to complex neuronal net­
works, being nearly intangible in the philosophical sense, and being 
psychometrically indeterminate will be presented in the following.

Some Neurocognitive Results on Consciousness

One strategy to cope with the complexities of research on conscious­
ness might be to investigate manifestations and neural correlates of 
consciousness to manipulate conditions of conscious awareness, of 
conscious stimulus processing, or to use the natural variation of con­
sciousness that occurs with sleep or brain injuries.1 By means of this 
strategy investigators emphasized testable hypotheses on conscious 
processes. Testable hypotheses on conscious processing have regu­
larly been investigated by means of different neurocognitive methods. 
For example, event-related potentials (ERP) of the electro-encephalo­
gram have been investigated because of their high temporal resolution 
and functional magnetic resonance imaging (fMRI) has been per­

1.

1 Sohn 2019.
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formed because of its high spatial resolution.2 Several experimental 
paradigms in the context of cognitive neuroscience and psychology 
have been used for the investigation of conscious stimulus processing. 
For example, the attentional blink paradigm refers to temporary 
impairment of attention occurring when two or more target stimuli 
have to be processed in very close temporal proximity.3 Target stimuli 
are those stimuli that ask participants to react when they occur. When 
there is temporal proximity of two target stimuli, the second target 
stimulus is not always detected, which might be regarded as an ›atten­
tional blink‹ or as a temporary impairment of conscious perception. 
It has been found that the accuracy in detecting two successive targets 
is positively correlated with intelligence.4 The detection of two suc­
cessive targets implies that the attention of participants does 
not ›blink‹ during the period of successive target presentation. This 
phenomenon has been named as (suppression of) attentional blink. 
The attentional blink has been addressed in ERP studies in order to 
investigate at which processing stage the impairment of attention 
occurs.5 There are several ERP studies based on manipulations of 
conditions for stimulus detection that have been related to conscious 
awareness. Many studies investigate the amplitude of the P300 com­
ponent, i.e., the size of a positive deflection occurring about 300 ms 
after a stimulus6 as an indicator of conscious perception even when 
earlier ERPs could also mark conscious perception.7 Although this is 
an example for a neurocognitive correlate of consciousness, results 
based on stimulus detection paradigms are typically restricted to con­
scious stimulus detection and do not refer to the concept of con­
sciousness as a whole.

Although the use of experimental paradigms in cognitive neu­
roscience allows to measure conscious processes, the results of several 
experimental studies depend on the specific design and should per­
haps not be generalized to consciousness as a whole. An example for 
the problem of specificity could be the debate on whether neural cor­
relates of consciousness primarily activate frontal or more parietal 

2 Goense, Bohraus & Logothetis 2016.
3 Shapiro, Arnell & Raymond 1997.
4 Klein, Arend, Beauducel & Shapiro 2011.
5 E.g. Kranczioch, Debener & Engel 2003.
6 E.g. Kranczioch et al. 2003 and Lamy, Salti & Bar-Haim 2008.
7 Rutiku, Martin, Bachmann & Aru 2015.
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parts of the cerebral cortex.8 When conscious perception is measured, 
regions in more parietal parts of the cortex were shown to be activated. 
Koch et al. summarized: »… we describe recent findings showing that 
the anatomical neural correlates of consciousness are primarily local­
ized to a posterior cortical hot zone that includes sensory areas, rather 
than to a fronto-parietal network involved in task monitoring and 
reporting.«9 In contrast, when conscious motor reactions or active 
responses are measured, the prefrontal cortex turns out to be impor­
tant. Accordingly, Odegaard et al. conclude: »The literature highlights 
[Prefrontal Cortex] PFC’s essential role in enabling the subjective 
experience in perception, contra the objective capacity to perform 
visual tasks; conflating the two can also be a source of confusion.«10 

Thus, experiments inducing responses resulting from consciousness 
emphasize frontal regions and experiments inducing conscious per­
ception are more related to activity in parietal regions of the cortex. 
This is not surprising as motor responses are more fronto-centrally 
located whereas sensory perceptions are more parietally located in the 
brain.11 This demonstrates that the frontal or parietal localization of 
consciousness depends on the experimental paradigms. However, 
some neurocognitive results do not relate consciousness to specific 
brain areas. For example, Agnati et al. proposed mosaic networks 
made of hierarchically organized functional modules as a basis of 
consciousness. The mosaic networks allow for the realization of a wide 
spectrum of different neuronal assemblies, leading to the emergence 
of neural correlates of consciousness. Agnati et al. relate conscious­
ness to very basic processes of neuronal activation that are widely 
distributed in the brain.12 Demertzi et al. report results indicating that 
broad and complex neural networks can be related to conscious­
ness: »We identified a pattern of positive and negative long-distance 
coordination, high modularity, with low similarity to the anatomical 
connectivity, potentially relevant for the support of conscious cogni­
tion (pattern 1). We also identified a pattern of low interregional 
dynamic coordination, low efficiency, with high similarity to anatom­
ical connectivity, potentially specific to reduced or absent conscious 

8 Koch et al. 2016 and Odegaard et al. 2017.
9 Koch et al. 2016, 307.
10 Odegaard et al. 2017, 9593.
11 Gray & McNaughton 2000.
12 Agnati et al. 2012.
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processing…«.13 These and other results on a global neuronal 
workspace14 indicate that consciousness is related to a complex coor­
dination of processes that is not necessarily limited to a specific brain 
region. The idea that a complex long-distance coordination might be 
essential for consciousness might fit with the philosophical perspec­
tives on consciousness summarized in the next paragraph.

Some Philosophical Views on Consciousness

Specific neuronal regions that are related to specific conscious pro­
cesses may be compatible with a philosophical mind-brain dualism in 
that they allow for the identification of functional-anatomic sub­
strates underlying specific mental processes. In contrast, neurocog­
nitive results indicating the relevance of complex distributed neuronal 
networks as a basis for consciousness imply that large parts of the 
brain are the relevant functional-anatomic substrate of consciousness. 
The hypothesis that large parts of the brain are the basis for con­
sciousness is certainly not a ›bold hypothesis‹ in the sense of Pop­
per.15 In order to avoid trivial predictions, it might be helpful to com­
bine the results indicating the relevance of large neuronal networks 
with philosophical positions that overcome the mind-brain dualism 
as well as neuroanatomical reductionism. According to Hagberg 
Wittgenstein provides a philosophical perspective on consciousness 
that overcomes the mind-brain dualism and the neuroanatomical 
reductionism.16 It is therefore interesting to relate the neurocognitive 
perspective on consciousness as resulting from a complex coordina­
tion pattern with the philosophical perspective of Wittgenstein: »But 
isn't it our meaning it that gives sense to the sentence? (And here, of 
course, belongs the fact that one cannot mean a senseless series of 
words.) And ›meaning it‹ is something in the sphere of the mind. But 
it is also something private! It is the intangible something; only com­
parable to consciousness itself.«17 From some neurocognitive models, 
consciousness is a complex pattern and from Wittgenstein’s philo­

2.

13 Demertzi et al. 2019, 3–4.
14 Dehaene, Charles, King & Marti 2014.
15 Popper 1979.
16 Hagberg 2018.
17 Wittgenstein 1958a, 358.
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sophical perspective, it is an ›intangible something‹. Lehrer’s more 
recent philosophical approach on consciousness may also fit to these 
ideas as he relates consciousness to the freedom of representation.18 

Lehrer assumes that conscious states provide the individual with the 
freedom of representation of sensory material. Accordingly, con­
sciousness allows for a reconfiguration of sensory appearances. Lehrer 
wrote: »Such reconfiguration reflects our plasticity and autonomy in 
how we represent the external world, including the world of science. 
Attention to sensory detail in scientific photography enables us to 
distinguish artefacts of the process from features of the object pho­
tographed, for example. Exemplar representation converts input into 
a represented term of representation. Once the conversion takes place, 
we note our freedom, our autonomy, in how we represent the world 
and ourselves in terms of sensory materials.«19 If consciousness is 
necessary for the reconfiguration of sensory representations of the 
world, it might also be possible that some representations are pro­
cessed without consciousness, i.e., without the necessity of a recon­
figuration. This can again be related to Wittgenstein: »And I want to 
give you the following rule of thumb: If you are puzzled about the 
nature of thought, belief, knowledge, and the like, substitute for the 
thought the expression of the thought, … This, of course, doesn't 
mean that we have shown that peculiar acts of consciousness do not 
accompany the expressions of our thoughts! Only we no longer say 
that they must accompany them.«20 Thus, the perspective of con­
sciousness as a system used in order to obtain the freedom of recon­
figuration for sensory material would perfectly match with the idea 
that this system must not always be in action. In this sense, con­
sciousness must not accompany the expressions of our thoughts. To 
sum up, Lehrer’s idea that consciousness may facilitate the reconfig­
uration of sensory material fits to Wittgenstein’s idea of consciousness 
as an ›intangible something‹ that can accompany the expressions of 
our thoughts.

Jacquette’s dynamic attribution model of consciousness might 
also be related to this perspective.21 Jacquette describes consciousness 
as follows: »Consciousness is the brain’s unconscious (autonomic) 

18 Lehrer 2018.
19 Lehrer 2018, 105.
20 Wittgenstein 1958b, 42.
21 Jacquette 2018.
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dynamic attribution of cognitive, including perceptual and affective 
data as properties to passing moments of objective mind-independent 
real time.«22 Starting from this idea it may be possible to merge 
Lehrer’s idea of consciousness that allows for a reconfiguration of 
sensory material with Jacquette’s model of dynamic attribution of data 
to passing moments of time. Figure 1 represents either a cup or two 
faces depending on how information is integrated. If consciousness 
interprets the perceptual data presented in Figure 1 as a cup in one 
moment of time, it might be possible that consciousness interprets 
these data as two faces in another moment of time. Thus, the idea of 
time attribution may allow for the separation of moments during a 
constantly given configuration of sensory input. In this case attribu­
tion of time moments as proposed by Jacquette would allow to explain 
the reconfiguration of sensory material proposed by Lehrer by means 
of a second moment of sensory attribution. Moreover, a perceived 
change of the stimulus meaning (i.e., seeing either a cup or two faces) 
and knowing that one has seen two different things based on the same 
overall sensory material should be conceived as a result of a conscious 
process. So, if an individual indicates that she/he has seen two dif­
ferent objects in one and the same picture, one may expect that a 
higher form of conscious processing has occurred.

Figure 1. A cup or two faces.

Although such processes are impossible without some sort of con­
sciousness that might be conform to some philosophical or neurocog­
nitive model, any measurement of consciousness has to face the prob­
lem that we need a verbal indication of an individual that conscious 

22 Jacquette 2018, 261.
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processing has occurred. However, even explicit verbal indications 
may occur without a conscious understanding of the meaning of the 
indications. Consider, for example, Wittgenstein:

Someone says irrelevantly »That's a tree«. He might say this 
sentence because he remembers having heard it in a similar situation; 
or he was suddenly struck by the tree's beauty and the sentence was 
an exclamation; or he was pronouncing the sentence to himself as a 
grammatical example; etc., etc. And now I ask him »How did you mean 
that?« and he replies »It was a piece of information directed at you«. 
Shouldn't I be at liberty to assume that he doesn't know what he is 
saying, if he is insane enough to want to give me this information?23

Being suspicious regarding the presence of consciousness even 
in a rather complex verbal response, also follows from the Turing test, 
which is based on the rating whether a written sentence has been pro­
duced by a computer or by an individual.24 Even when more complex 
versions of the Turing test have been discussed meanwhile,25 it is suf­
ficient in the present context to acknowledge that some sentences 
might be produced automatically by a computer, so that we will not 
expect them to be the result of human conscious processing. However, 
the same sentences may also be produced by a human being without 
knowing what he is saying, i.e., perhaps without consciousness.26 The 
Turing test underlines that the occurrence of verbal sentences is no 
guarantee that conscious processing has occurred.

Representing Consciousness in Psychometric Models

Measurement Error and Consciousness

It follows from the previous paragraphs that the measurement of con­
sciousness is quite a challenge. The reasons are: (1) Neurocognitive 
results indicate that consciousness is related to complex, large neu­
ronal networks;27 (2) verbal expressions that are typically attributed 
to a conscious individual may appear without conscious processing by 

3.

3.1.

23 Wittgenstein 1969, 61.
24 Turing 1950.
25 Penco 2012.
26 See the above mentioned example provided by Wittgenstein 1969.
27 Demertzi et al. 2019.
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the individual or may be produced by a computer,28 (3) consciousness 
may be related to the attribution of perceptions to moments of 
time,29 and (4) consciousness may facilitate the reconfiguration of 
stimulus material.30 It should be clear from this list of arguments and 
results that although a large number of interesting results were 
obtained for specific conscious processes like perception or attention, 
the measurement of consciousness itself constitutes a major problem. 
Nevertheless, since more than one century, psychological research is 
devoted to the prediction of individual differences, i.e., to the identi­
fication of stable and transsituational consistent determinants of indi­
vidual differences of behavior. Determinants of behavior that are sta­
ble across time and consistent across situations are often termed 
personality traits or individual differences of abilities.31 It is, however, 
not clear how consciousness can be related to personality traits or 
abilities. Individual differences of consciousness are hard to conceive 
at the subjective level. For example, when individuals respond to 
questionnaires, we will typically assume that they provide perfectly 
conscious responses. We will usually not assume that some individ­
uals are more conscious than others when they respond to question­
naires. It is not clear whether more careful responses are more con­
scious responses because individuals may consciously be careless. 
This shows that things are rather complex as will be illustrated when 
we consider the psychometric modelling of presumably conscious 
responses to questionnaires.

Interestingly, a substantial advancement in the measurement of 
traits and abilities occurred when Spearman introduced the difference 
between the common ability factor ›general intelligence‹ g and the 
specific abilities s.32 Although the terminology was not fully deve-
loped at this time, it was already clear for Spearman that behavioral 
prediction will mainly be based on g and that s may be related to 
unpredictable aspects of behavior. Later, when factor analysis has been 
fully developed, the difference between common factors as determi­
nants of behavior and unique factors comprising specific variance and 

28 Wittgenstein 1958 and Turing 1950.
29 Jacquette 2018.
30 Lehrer 2018.
31 E.g. intelligence or knowledge, cf. Cattell 1987, Messick 1989 and Stern 1911.
32 Spearman 1904.
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measurement error has been more clearly presented.33 In the common 
factor model, the measured variables representing individual behav­
ioral responses x are decomposed by the common factors f and the 
unique factors u.

x = Λf +Ψu .  (1)

The weights of the common factors are called ›common factor load­
ings‹. They are given in the loading matrix Λ  and the weights of the 
unique factors are in the matrix Ψ  . There are some additional assump­
tions of the common factor model that are not discussed here.34 It 
should be noted that u can be decomposed into the specific variance s
and the measurement error e. This yields

x = Λf +Ψ s + e .  (2)

The idea of a measurement error that occurs with every psychological 
measurement and that is partly represented by the unique factors has 
also been emphasized in the context of classical test theory.35 Classical 
test theory can be regarded as a simplification of the common factor 
model because only a single common factor, the so-called ›true 
score‹ t and the so-called ›measurement error‹ e is assumed.

x = t + e .  (3)

However, the discussions on the measurement error are relevant for 
the common factor model as well as for classical test theory since e 
occurs in Equation 2 and 3. There have been several refinements and 
specific improvements over classical test theory that have been sub­
sumed under the term item-response theories (Hambleton & Swami­
nathan, 2013). However, although mathematical and statistical 
refinements of measurement error are treated in a plethora of papers 
and books, it is hard to find a comprehensive semantic description or 
a conceptual, psychologically meaningful definition of measurement 
error.

33 Mulaik 2012.
34 Mulaik 2012.
35 Lord & Novick 1968/2008.
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However, a few descriptions of the psychological meaning of 
measurement error are available. For example, when Lord and Novick 
introduced classical test theory, they started with the description of 
two final course examinations leading to the different results.36 They 
explain that it would be a problem when students get different scores 
and even different orderings of scores for the same course. This leads 
to the assumption that there is some ›true‹ score and that the differ­
ence between the two course examinations is due to measurement 
error. Referring to Lazarsfeld, they consider that the trait or the ability 
is constant (in this sense it is regarded as ›true‹) and that some tran­
sient state of the person, resulting in differences between the exami­
nations, is random.37 On this basis the differences between the so-
called ›true score‹ and the so-called ›error score‹ was introduced in the 
context of classical test theory.38 There are, however, two possible 
shortcomings or misunderstandings resulting from this perspective. 
First, the term ›error score‹ may induce the idea that this term repre­
sents something intrinsically wrong, a real noise component. How­
ever, it has been shown that what has been termed ›error score‹ only 
represents the variance that is not focused in aggregation and gener­
alization.39 It has therefore been proposed to replace the 
term ›true‹ variance by ›wanted‹ or ›intended‹ variance and the 
term ›error‹ by ›unwanted‹ or ›non-intended‹ variance.40 The second 
issue is that classical test theory and item response theories aim at 
describing the relationship between wanted and unwanted variance 
for all kinds of psychological or sociological data. They do not contain 
specific interpretations or methodological parameters for specific 
domains of measurement. The example used by Lord and Novick was 
from the domain of achievement and ability.41 In their book, the com­
mon rank order of scores for the two examinations represent the 
wanted variance and the differences between the rank order represent 
the unwanted variance. It is probably quite compelling to regard the 
unwanted variance as a form of error variance in this specific context 

36 Lord & Novick 1968.
37 Lazarsfeld 1959.
38 Lord & Novick 1968.
39 Humphreys 1962, Cronbach, Gleser, Nanda & Rajaratnam 1972 and Wittmann 
1988.
40 Cattell & Radcliffe 1962 and Beauducel & Leue 2014a.
41 Lord & Novick 1968.
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of achievement test. Test theories are, however, also applied for ques­
tionnaire data in the domain of personality research.42

As nearly all areas of psychological research implicitly or explic­
itly refer to some test theory, it is important to note that ›measurement 
error‹ or ›non-intended variance‹ can represent several aspects, which 
may relate to consciousness in different ways. According to Magnus­
son the ›measurement error‹ term may represent variance from the 
(1) administration of an instrument, (2) guessing, (3) scoring, and (4)
lack of agreement between ›true scores‹ of different measurements.43

The lack of agreement of true scores may be due to fluctuation of the 
true scores or memory effects. Other relevant aspects, not mentioned 
by Magnusson, are (5) social desired responding, impression man­
agement or response bias,44 (6) states, moods, and attention/concen­
tration during responding, and (7) previous experiences with assess­
ment instruments. All of these aspects, with exception of (3) scoring, 
can be related to some conscious processing. These aspects may there­
fore not be random from the perspective of the individual although 
they are treated as if they were random in the test theoretical models. 
In order to provide examples for this, we will demonstrate the rela­
tionship of (4) lack of agreement between ›true scores‹ of different 
measurements as well as (5) response bias with the measurement of 
consciousness in more detail.

Lack of Agreement Between ›True Scores‹ of Different Measurements

It is worth to consider possible alterations between two measurements 
in the domain of questionnaire research more closely. For example, 
consider the sentence that might be an item of a personality ques­
tionnaire: »I can let go myself and enjoy myself at a lively party.« An 
individual may respond with »I strongly agree«, »I agree«, »I dis­
agree«, and »I strongly disagree«. Let the individual respond with »I 
agree«. Now, the same item is presented one week later and the indi­
vidual responds with »I strongly agree«. The concept of measurement 
error implies that there is a ›true‹ tendency to agree that lies 
between »I agree« and »I strongly agree« and that the measurement 
error explains the difference between the two measurement occasions. 

42 Beauducel & Leue 2014b, Table 1.
43 Magnusson 1967.
44 Beauducel & Leue 2014a.
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However, what does this imply for research on consciousness? One 
will usually assume a conscious answering of questionnaires although 
the mass of items that individuals have to respond to in several con­
texts may lead to careless responding (perhaps even without reading 
the sentence). Starting from the assumption that the sentence has 
been read and understood by the individual which provides a con­
scious response, measurement error implies that the individual was 
not completely inclined to respond with »I agree« at the first occasion 
because the individual was partly inclined to respond with »I strongly 
agree«. Nevertheless, the individual response was »I agree«, just in 
order to reach a decision. At the second occasion, the individual is 
again inclined to respond somewhere between »I agree« and »I 
strongly agree« and decided to respond with »I strongly agree«. One 
may figure out more complex settings with an individual that remem­
bers the first response one week before and tries to compensate the 
first response by means of the second response in order to reach a true 
averaged response. Alternatively, the individual was sober at the first 
measurement occasion with some social inhibition leading to the »I 
agree« response and a reduced social inhibition under the influence 
of alcohol leading to the »I strongly agree« response at the second 
measurement occasion.45 As a third idea, the individual enjoyed a nice 
party between the first and the second measurement occasion. Finally, 
the individual met someone between the measurement occasions, 
with whom s(he) would like to enjoy a lively party, etc. Thus, the item 
may represent a trait that determines that the individual tends to agree 
with the item and it may also represent a state to agree more or less 
strongly. The combined measurement of traits and states has been 
acknowledged and represented in Latent-State-Trait-Models.46 It 
should be noted that states may change rapidly when they depend on 
environmental differences. For example, an individual may have low 
agreement with the item »I am satisfied with myself« immediately 
before feedback of an examination result and may have high agree­
ment with this sentence two seconds later, when a positive feedback 
of the examination-result was given. Then, the difference between the 
responses of the individual mainly represents the feedback effect. The 
difference may be regarded as unwanted variance, if one is interested 

45 See Lazarsfeld 1959 for a similar example.
46 Steyer, Schmitt & Eid 1999.
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in an overall evaluation of self-satisfaction, but this does not imply 
that the variance represents an intrinsic error.

The common aspect of these examples is that the conscious 
response to the items might be altered. The conscious processing of 
the item (i.e., reading and responding) does not preclude response 
alterations and we expect that the item response provides us with the 
current conscious individual appraisal of the item content. This idea 
can be related to Jacquette’s notion of consciousness as an attribution 
of data to passing moments of time. In this sense, the response alter­
ations represented by measurement error can be related to the fidelity 
of conscious responses to the respective moment of time.47 It follows 
from these considerations that consciousness is at least as present in 
the response alterations that may be represented by as the unwanted 
variance of unique factors as in the constant or common factor vari­
ance of the responses. Whereas psychological research on personality 
traits and abilities has focused on the constant part of the variance that 
is typically represented by the common factors of factor analysis,48 

the unique factors representing the unwanted variance or measure­
ment error have typically been ignored. This does, however, not pre­
clude that there are domains where especially the unique factors rep­
resents essential aspects of conscious processing. Whenever 
generalization of individual behavioral tendencies is not the focus and 
when unique responses regarding attitudes, perceptions, cognitions, 
or emotions need conscious processing, the unique variance or the 
unique factors may be of special interest for research on conscious­
ness. Unique conscious responses could be those that are based on a 
specific, individual integration and interpretation of stimuli, and indi­
vidual response options. To sum up, models of consciousness referring 
to the attribution of cognitive, perceptual, and affective data as prop­
erties to passing moments49 as well as the perspective of conscious­
ness as the basis for the reinterpretation of perceptions50 underline 
the uniqueness of conscious experiences. Psychometric models com­
prising a unique term for each measurement are compatible with this 
perspective.

47 Jacquette 2018.
48 Mulaik 2012.
49 Jacquette 2018.
50 Lehrer 2018.
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Response Bias

Presuming that items in a questionnaire do not only represent sys­
tematic variance measuring the conceptually intended construct (e.g., 
extraversion) but also a systematic variance that could be named as 
a ›bias‹ (e.g., the tendency to agree with the item content in purpose 
of impression management), we should aim at disentangling different 
types of conscious processing. According to classical test theory, we 
do not have a variable that corresponds to a systematic measurement 
component for ›bias‹ (b) because it is neither a ›true‹, intended vari­
ance component (t) nor an unsystematic error (e). When individuals 
answer items as truly as possible with regard to the instruction and 
with regard to memorizable situations and contexts they possibly add 
intentions to their answers (e.g., presenting one-self as favorable as 
possible). These intentions could be added consciously or uncon­
sciously. It is part of factor analysis to disentangle t, as a systematic 
common factor, b as a systematic (intentional bias), and e as unique 
factor or measurement error.

Indeterminacy of Scores and Indeterminacy of Consciousness

From a formal point of view e cannot be directly determined from 
Equations 1–3 because there is only one measurement x but there are 
two numbers to be obtained: One number for the common part and 
one number for the unique part. Therefore, Equations 1–3 are inde­
terminate without further assumptions. However, Guttman intro­
duced a definition of t for Equation 3 that has regularly been used in 
representations of classical test theory,51 that is

E x = E t + E e = E t + 0 = t,  (4)

where E  denotes the expectation (the average value in the population). 
Equation 4 defines the ›true score‹ or wanted score of an individual as 
the expected value of the measured variables x. Thus, the average of 
the values of an infinity of measurements x yields the true score t, 
which is a constant in all measurements. However, in empirical set­
tings the population of an infinity of measurements will never be 

3.2

51 Guttman 1945. E.g. Lord & Novick 1968 and Zimmerman 2011.
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reached, so that the average value of the available measurements will 
be used instead of the expectation as an estimate of the ›true score‹.52

For p variables, this yields

∑i = 1p xip = t,  (5)

and,

xi − t = xi − ∑i = 1p xip = e .  (6)

Although t   is an estimator of t , entering Equation 3 at the left hand 
side of Equation 5 yields

∑i = 1p xip = ∑i = 1p tip + ∑i = 1p eip = t + ∑i = 1p eip = t .  (7)

As long as ∑i = 1p eip ≠ 0 , the resulting t   is an indeterminate composite of 
t and e because any value of t can be combined with any average 
value of ei  in order to get a given t  . The indeterminacy of classical test 
theory is obvious for a finite number of measurements since the error 
term does not vanish. However, the indeterminacy is typically not 
noted when classical test theory is presented for the population of 
measurements (in the form of Equation 4) where the error term van­
ishes.

In the same line, Beauducel and Leue argued that scales based on 
unit-weighted (e.g., personality) questionnaire items imply models 
that should be tested.53 Thus, the fact that a unit-weighted sum is 
computed does not imply that a ›true score‹ is unequivocally deter­
mined by means of this procedure. Thus, the model implied by the 
unit-weighted item sum could be wrong, i.e., might not fit to the data. 
It is also shown in Beauducel and Leue that even unit-weighted sum 
scales typically imply that items are differentially important.54 More­
over, Loevinger’s critique that it is not compelling to conceive items 

52 Beauducel & Leue 2014b.
53 Beauducel & Leue 2013.
54 Beauducel & Leue 2013.

André Beauducel

32

https://doi.org/10.5771/9783495994078-17, am 26.12.2024, 17:55:04
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783495994078-17
https://www.nomos-elibrary.de/agb


(i.e., measurements) as random samples of a population of measure­
ments has never been completely refuted.55 From this point of view 
the differential weights of the measurements that have been intro­
duced in factor analysis (Equations 1 and 2) might allow for a more 
realistic measurement model.

It has been shown here that the ›true score‹ estimates or wanted 
score estimates in the context of classical test theory are indeterminate 
for a finite number of measurements. For factor analysis, the indeter­
minacy of the common factor scores has already been noted by Wilson 
and has been discussed repeatedly.56 Although the discussion has 
focused on the common factor scores, the unique factor scores are as 
indeterminate as the common factor scores.

Moreover, in conventional factor models, the indeterminate fac­
tors are considered as latent variables, as the causes of the measured 
variables which are considered as the effects.57 Thus, the indetermi­
nacy is related to modelling of a latent variable as the cause of the 
measured variables. Taking Equations 1–3 as models for the genera­
tion of the measurements by means of common and unique factors 
implies that the generation process contains information that cannot 
be completely reproduced by means of an analysis of the measured 
variables. As it is impossible to reconstruct the original scores of the 
generating common and unique factors from the measured variables 
is exactly what is implied by factor score indeterminacy. Factor score 
indeterminacy implies that the generation model contains more vari­
ables (factors) than the generated data set of measured variables. This 
complex relationship may be similar to the relationship between the 
observed reactions of individuals on the one hand and the internal 
processes, considerations, and behavioral determinants producing the 
observed reactions. If this complex relationship and the resulting 
indeterminacy is a property of conscious individuals this would imply 
that it would be, in principle, impossible to determine definitely 
whether a conscious reaction has occurred or not. It would than be 
easier to build up a model generating a set of measured variables for 
which it is impossible to reconstruct the scores of the generating vari­
ables than to reconstruct the scores of the generating variables of any 

55 Loevinger 1965.
56 Wilson 1929. E.g. Guttman, 1955, Schönemann & Wang 1972 and Beauducel & 
Hilger 2015.
57 Bollen & Lennox 1991.
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living individual. For example, it is no problem to generate a data set 
of artificial measured variables that are conform to the indeterminate 
factor model,58 even when it is impossible to perfectly reconstruct the 
original generating common and unique factor scores. This would 
imply that the situation for research on consciousness, even when 
based on neurocognitive and behavioral data, is similar to the situa­
tion in the Turing test, where a number sentences are available as a 
basis for the attribution of (un-)consciousness to the communicator. 
In this sense, neurocognitive correlates of consciousness cannot def­
initely indicate whether consciousness was present or not. It should, 
however, be noted that behavioral predictions that are based on the 
indeterminate factor model and the indeterminate test theories are 
generally quite successful, as for example when intelligence scales are 
used for the prediction of job success.59

Advantages of Indeterminate Models and their Relationship 
to Models of Consciousness

It follows from the previous paragraph that indeterminate models 
contain a fundamental limitation for research because the exact scores 
of the original variables cannot be exactly reproduced from the num­
ber of measured variables. However, as has been noted in Section 3.1.,
the success of psychological behavioral predictions in several 
applied fields60 are related to the use of indeterminate models since 
Spearman.61 One may therefore ask whether the indeterminate factor 
model and the indeterminate test theories have properties that make 
them suitable for behavioral research. It has been noted that indeter­
minacy is based on the fact that the number of factors (comprising 
common and unique factors) is larger than the number of measured 
variables. It has also been noted that consciousness may operate on 
the basis of a system that is more complex than the resulting behavior. 
Therefore, possible advantages of an indeterminate psychometric 
model may also be advantages of a complex and, possibly indetermi­
nate, system based on consciousness.

3.3.

58 Beauducel & Hilger 2017.
59 Schmidt & Hunter 1998.
60 Schmidt & Hunter 1998.
61 Spearman 1904.
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One reason why indeterminate models comprising more factors 
(latent variables) than measured variables could be advantageous is 
that common and unique factors can be equally distributed across all 
measured variables. Consider, for example Equations 1, where each 
measured variable is decomposed into at least one common factor and 
one unique factor. It follows that there are p unique factors when 
there are p measured variables (one unique factor for each variable). 
Since there is at least one common factor in the factor model, this 
implies that the sum of common and unique factors nf is greater or 
equal than p +1.

But why is this an advantage? The advantage of the large number 
of factors is, that each measured variable, is treated equally within the 
model. That is, the model allows each measured variable to contain 
specific or unique variance as well as common variance. If a model is 
determinate, it cannot contain more variables than measured vari­
ables. Principal component analysis62 is presented as an example for 
such a model. The aim of principal component analysis is to find com­
ponents representing a maximum of the variance of the measured 
variables, regardless whether the variance is common or unique. In 
the principal component model, the number of components equals 
the number of measured variables, that is, nc = p. Therefore, the prin­
cipal component scores are determinate, i.e., they can unambiguously 
be computed from the measured variables. When there is at least one 
common component, it follows from nc = p that the number of com­
ponents representing the unique variance is smaller than the number 
of measured variables. In consequence, it is impossible that the unique 
variance of each measured variable is represented by a unique com­
ponent. The consequences of nc = p for the representation of the com­
mon and unique variance of the measured variables in the principal 
component model is demonstrated by means the following example 
based on artificial data.

Example: Comparison of the (Indeterminate) Factor Model and the 
(Determinate) PCA

A first artificial data set (Sample 1) was based on n = 2,000 cases and 
five normally distributed, standardized measured variables. The sam­
ple was generated by means of a random number generator of IBM 

62 Harman 1967.
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SPSS (Version 26). The measured variable was designed to represent 
50 % of common variance and 50 % of unique variance in the popu­
lation. Such a perfectly symmetric pattern will practically never occur 
but it is informative to see how the variances are represented when 
these five variables are represented in the factor model and in the 
principal component model. The amount of variance that the mea­
sured variables share with the unrotated common and unique factors 
and the unrotated principal components is represented by the squared 
loadings. The sample size of 2,000 cases implies that only a minimal 
amount of sampling error may lead to departures from squared equal 
population loadings of the measured variables (x1 – x5) on the com­
mon and unique factors (see Table 1).

Table 1. Squared sample loadings for the factor model and for the 
principal component model

Sample 1 (n = 2,000) Sample 2 (n = 2,000)

M
ea

su
re

d
va

ria
bl

es squared factor loadings squared factor loadings

common unique common unique

x1 .50 .50 .00 .00 .00 .00 .50 .50 .00 .00 .00 .00

x2 .50 .00 .50 .00 .00 .00 .50 .00 .50 .00 .00 .00

x3 .50 .00 .00 .50 .00 .00 .50 .00 .00 .50 .00 .00

x4 .50 .00 .00 .00 .50 .00 .50 .00 .00 .00 .50 .00

x5 .50 .00 .00 .00 .00 .50 .50 .00 .00 .00 .00 .50

  

 squared component loadings squared component loadings

x1 .60 .00 .03 .37 .00 - .60 .39 .00 .00 .01 -

x2 .60 .00 .03 .04 .33 - .60 .02 .33 .03 .01 -

x3 .60 .25 .03 .04 .08 - .60 .05 .03 .00 .32 -

x4 .60 .00 .40 .00 .00 - .60 .02 .00 .33 .04 -

x5 .60 .25 .03 .04 .08 - .60 .01 .13 .13 .13 -

Note. All variances greater than zero are given in bold face.

As can be seen in Table 1, the partition of the variance (squared load­
ings) on the common and unique factors was as expected for the factor 
model in Sample 1. However, in the component model the squared 
loadings on the first component were considerably larger than the 
squared loadings on the common factor. Although this has been 
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regarded as an indication that the principal component model over­
estimates the loadings,63 the focus of the present demonstration is on 
the difference between the unique variance which is equally dis­
tributed across the measured variables in the factor model whereas 
the distribution of the variance on the components 2–5 is rather 
unequal in the component model.

Sample 2 was generated in order to investigate the robustness of 
the variances explained by the factor model and the principal compo­
nent model. Therefore, Sample 2 was based on the same population 
model. Moreover, Sample 2 was identical to Sample 1 with the only 
exception that the value of the first case in the first value was increased 
by 0.01 (it was -0.03 in Sample 1 and -0.02 in Sample 2). No other 
values were changed so that 99.99 % of the values in Sample 2 were 
identical to the values in Sample 1. As expected, the variance distri­
bution on the common factor and the unique factor was not altered by 
this minimal modification. The variance explained by the first com­
ponent also remained unchanged. However, the variance explained 
by the components 2–5 was quite different. Since the modification of 
the sample was minimal, this indicates that the component model 
does not result in robust estimations of the more specific variances.

The variability of parameters of the indeterminate factor model 
and of the determinate principal component model can also been 
shown in a more complex simulation study. First, a population of three 
common factors was generated that can also be described by three 
salient principal components. The corresponding population loadings 
are given in the Appendix (Table A1). From this population 1,000 
samples with n = 400 cases were drawn and submitted to common 
factor analysis as well as to principal component analysis. For each 
sample, a factor analysis and a principal component analysis was per­
formed and -as in the previous example with two samples- the vari­
ability (standard deviation) of the unique factor loadings and the 
standard deviation of the non-salient principal component loadings 
was investigated. The resulting standard deviation of the unique factor 
loadings (Ψ ) was s =.033 whereas the standard deviation of the non-
salient principal component loadings (N) was s =.200. For the com­
mon factor loadings, the standard deviation was s =.301 whereas it 
was s =.364 for the salient principal component loadings. Thus, the 
standard deviations of the factor loadings were smaller than the stan­

63 Snook & Gorsuch 1989.
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dard deviations for the principal component loadings. This indicates 
that the principal component loadings depend more on sampling error 
than the factor loadings. As sampling error represents a variability 
that is due to noise, a model that is less affected by sampling error can 
be regarded as statistically more robust. Although more complex sim­
ulation studies would be necessary in order to explore the conditions 
of the instability of the component variances/loadings, it is demon­
strated here that the indeterminate factor model may yield more 
robust model parameters than the determinate component model.

The loadings of the common factors have been compared with 
the corresponding principal component loadings in more compre­
hensive studies on the effect of changing contexts of variables on 
results. These studies have found that the common factor loadings 
were more robust against changes of the context of variables than the 
respective component loadings.64 Although these studies did not 
investigate the robustness of the unique loadings and their corre­
sponding principal components, they also found that the indetermi­
nate factor model was more robust than the determinate principal 
component model.

The initial question of this section was, whether there could be 
possible advantages of indeterminate models. In light of the example 
shown here and in light of previous research one may conclude that 
the robustness of model parameters may be enhanced for indetermi­
nate models. It could be that the larger number of model parameters 
allows to represent small empirical variations more conveniently, 
which may explain the enhanced robustness of indeterminate models. 
This may—in turn—explain the success of such models in the predic­
tion of human behavior.

Conclusion

Since indeterminate models are robust across minor parameter vari­
ations, it is possible to assume that consciousness—which may help 
to provide behavior that is consistent across time—can be described 
by models having more parameters than can be measured by means 
of observed variables. Such models of consciousness are indetermi­
nate in that the original scores representing consciousness cannot be 

4.

64 Widaman 1993 and Beauducel 2000.
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completely reproduced from the measured data. As mentioned in the 
introduction, one may speculate whether it is adaptive for organisms 
to be based on more parameters than necessary for the generation of 
immediate behavioral outcome. Being robust against minor changes 
of the observed variables may facilitate temporal continuity of behav­
ior. If consciousness is related to the fact that the number of model 
parameters is larger than the number of observed outcome variables, 
consciousness may be related to behavioral continuity. The perspec­
tive outlined in this chapter implies that neurocognitive correlates of 
consciousness cannot definitely indicate whether consciousness was 
present or not. Moreover, this perspective is compatible with the 
results of the previous sections, namely (Section 1.) that conscious­
ness is related to a complex coordination of processes that is not nec­
essarily limited to a specific brain region, that (Section 2.) conscious­
ness is related to very basic processes like the dynamic attribution of 
data to passing moments of time and to the reconfiguration of stim­
ulus material while the consciousness of an individual reaction cannot 
unambiguously be assumed, and (Section 3.) that conscious reactions 
can be the basis of variance components representing the true part of 
the variance as well as of variance components representing mea­
surement error. This distribution of consciousness on several variance 
components implies that the indeterminate factor model may be 
appropriate for the description of conscious behavior. It remains to be 
explored whether the ideas presented here can be related to aspects of 
indeterminacy that are discussed in other fields,65 especially in the 
field of artificial intelligence.66
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Appendix

Table A1. Population common factor loadings and population princi­
pal component loadings

Common factor loadings Salient component loadings

 F1 F2 F3 C1 C2 C3

x1 .55 .00 .00 .66 .00 .00

x2 .55 .00 .00 .66 .00 .00

x3 .55 .00 .00 .66 .00 .00

x4 .55 .00 .00 .66 .00 .00

x5 .55 .00 .00 .66 .00 .00

x6 .55 .00 .00 .66 .00 .00

x7 .00 .53 .00 .00 .65 .00

x8 .00 .53 .00 .00 .65 .00

x9 .00 .53 .00 .00 .65 .00

x10 .00 .53 .00 .00 .65 .00

x11 .00 .53 .00 .00 .65 .00

x12 .00 .53 .00 .00 .65 .00

x13 .00 .00 .50 .00 .00 .63

x14 .00 .00 .50 .00 .00 .63

x15 .00 .00 .50 .00 .00 .63

x16 .00 .00 .50 .00 .00 .63

x17 .00 .00 .50 .00 .00 .63

x18 .00 .00 .50 .00 .00 .63

Note. Salient loadings are given in bold face.
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