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Detecting misinformation in online social networks: A think-aloud 
study on user strategies

Erkennung von Fehlinformationen in sozialen Onlinenetzwerken: 
Eine Think-Aloud-Studie zu Strategien der Nutzer*innen

Isabelle Freiling

Abstract: Although online social networks (OSN) facilitate the distribution of misinformation, 
one way of reducing the spread of false information in OSN is for users to detect it. Building 
on the framework of how audiences act to authenticate information, this study provides a 
user perspective on which strategies people use in evaluating information in OSN. In 15 qual-
itative interviews, participants were asked to think aloud while evaluating whether the con-
tent of posts from their own newsfeeds and of interviewer-supplied posts was true or false. 
Their answers were analyzed to determine which evaluation strategies they used. Analyzing 
participants’ thoughts as they evaluate information is more reliable than directly asking par-
ticipants which strategies they think they use. Results show that users’ strategies in informa-
tion evaluation are searching for more information, knowledge of account or content carries 
the most weight, and every detail needs to fit. A comparison of strategy usage for posts from 
befriended versus unknown personal accounts as well as for posts from followed news outlets 
versus not followed news outlets shows that for posts from followed news outlets, knowledge 
of the account was the most-used strategy followed by knowledge of the content. For other 
types of posts, strategy usage varied more widely and depended on each post. This highlights 
the importance and possible higher ecological validity of research on posts from news outlets 
that users actually follow, as users’ experiences with previous posts seem to play a major role 
in how they go about evaluating information in new posts.

Keywords: misinformation, online social networks, qualitative interviews, strategies, user 
perspective

Zusammenfassung: Soziale Onlinenetzwerke erleichtern die Verbreitung von Fehlinformatio-
nen. Eine Möglichkeit die Verbreitung von Fehlinformationen zu reduzieren ist, dass die 
Nutzer*innen sie als solche erkennen. Diese Studie baut auf dem Audiences‘ Acts of Authentica-
tion-Konzept auf und bietet eine Nutzer*innenperspektive bei der Informationsbewertung in 
sozialen Onlinenetzwerken. In 15 qualitativen Interviews wurden die TeilnehmerInnen gebeten, 
laut zu denken, während sie den Wahrheitsgehalt des Inhalts von Posts aus ihrem eigenen Netz-
werk sowie vom Interviewer mitgebrachten Posts einschätzen. Die Methode des lauten Den-
kens, mit der die Gedanken der Teilnehmer*innen während der Informationsbewertung analy-
siert werden können, liefert verlässlichere Ergebnisse als eine direkte Abfrage der Strategien. Die 
Ergebnisse zeigen, dass Nutzer*innen folgende Strategien zur Bewertung des Wahrheitsgehalts 
eines Posts anwenden: Nach weiterer Information suchen, Wissen über den Account oder Inhalt 
ist am Wichtigsten, und jedes Detail muss zusammenpassen. Ein Vergleich der Nutzung der 
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Strategien für befreundete versus unbekannte persönliche Accounts sowie Nachrichtenmedien, 
denen die Nutzer*innen folgen versus nicht folgen, zeigt: Für Posts von Nachrichtenmedien, 
denen die Nutzer*innen folgen, ist Wissen über den Account die meistgenutzte Strategie, gefolgt 
von Wissen über den Inhalt. Für die anderen Arten von Posts variiert die Wahl der Strategie 
mehr und hängt vom jeweiligen Post ab. Das zeigt, wie wichtig Forschung über Posts von Nach-
richtenmedien ist, denen die Nutzer*innen tatsächlich folgen, da die Erfahrung mit bisherigen 
Posts eine wichtige Rolle in der Informationsbewertung spielt und somit eine solche Forschung 
ökologisch validere Ergebnisse liefern kann. 

Schlagwörter: Fehlinformation, soziale Onlinenetzwerke, qualitative Interviews, Strategien, 
Nutzer*innen-Perspektive

Author notes: This research was supported by the German Research Foundation [research 
training group “Trust and Communication in a Digitized World,” grant number 1712/2]. 
I would like to thank my colleagues at the research training group, as well as Annie Waldherr 
and Dietram A. Scheufele for their valuable input on previous versions of the manuscript and 
Sevda J. Narbutas for her help during data collection.

1. Introduction

In newsfeed-based online social networks (OSN) such as Facebook and Twitter, each 
user can easily post and share short messages to a broad audience. This allows infor-
mation as well as misinformation (i.e., false information) on diverse topics – e.g., 
voting (Kuklinski, Quirk, Jerit, Schwieder, & Rich, 2000) and vaccines (Lewan-
dowsky, Ecker, Seifert, Schwarz, & Cook, 2012) – to spread quickly (Del Vicario et 
al., 2016; Vosoughi, Roy, & Aral, 2018).1 If users receive false information repeat-
edly, they are more likely to believe the content to be true (Lewandowsky et al., 
2012). Further, it is difficult to correct false information in users’ minds (Bode & 
Vraga, 2015; Nyhan & Reifler, 2010; Thorson, 2016; Walter & Tukachinsky, 2019). 

In this context, the current study focuses on how to prevent the distribution of 
false information in OSN in the first place. One way is for users to detect false infor-
mation as such, and, thus, to not disseminate it. Users are unlikely to disseminate 
information they detect as false (as long as such false information is not in line with 
the individual’s attitudes, i.e., partisan selective sharing; Shin & Thorson, 2017), be-
cause they tend to fear of how their OSN will react (Neubaum & Krämer, 2018). 

Several lines of research provide insights into how users can try to detect false 
information. For example, competence-based research focuses on the medium (crit-
ical media literacy), whereas other research focuses on general information process-
ing and evaluation or even on evaluating journalistic content specifically, since in 
OSN posts are created not only by friends but also by news outlets. Research on 

1 For false information to be misinformation, it does not matter whether it is false due to a mistake 
or due to someone’s intent to deceive the receiver; conversely, for false information to be disinfor-
mation, an intent to mislead is necessary (Lazer et al., 2018). As this study focuses on detecting 
false information, it is irrelevant why the information is false, i.e., whether it is due to a mistake 
or whether it is intended to mislead the recipient. However, one could argue that when trying to 
detect false information users consider whether the author wanted to deceive the recipient. Thus, 
in this study, I use “false information” when only “false information” is meant.
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critical media literacy indicates that when individuals have high critical media lit-
eracy, they are able to detect false information because they know how to evaluate 
which information is credible (e.g., Livingstone, 2004; Metzger, Flanagin, Markov, 
Grossman, & Bulger, 2015). Individuals with a high critical media literacy can 
transfer this knowledge to new media environments such as OSN, and they are 
more skeptical of information quality (Vraga & Tully, 2019). Thus, enhancing us-
ers’ critical media literacy for OSN helps to prevent individuals from believing false 
information. The research on information processing and evaluation has aimed to 
explain generally how individuals process information and form an opinion on it, 
using, for example, their biases, past experiences, and motivations (e.g., Chaiken, 
1980; Lewandowsky et al., 2012; for further elaboration see section 2). Finally, 
communication research gives insight into how recipients assess the credibility and 
trustworthiness of journalistic content (e.g., Chung, Nam, & Stefanone, 2012; 
Sundar, 2008). For example, when individuals want to form an opinion about a 
journalistic product, one way to do this is by evaluating the news outlet (Metzger, 
Flanagin, & Medders, 2010; Pennycook & Rand, 2019). When evaluating a news 
outlet, individuals can search for potential biases or whether general reporting 
standards are met (Newman & Fletcher, 2017). This approach works less well for 
posts from befriended, non-journalistic accounts; here, OSN users could consider 
the types of posts, comments, shares, likes, the account, content, etc., instead.

When considering how users identify false information in OSN, however, the 
above-described research on the evaluation of general information and on the eval-
uation of journalistic content needs to be brought together, since OSN have some 
characteristics similar to mass communication and some similar to interpersonal 
communication (Sundar, 2008). A rather bottom-up approach for determining how 
OSN users detect false information is to simply look at what they currently do to 
detect it (e.g., Tandoc et al., 2018) and then, in a further step, examine whether 
what they are doing leads them toward detecting false information successfully. 

Based on the framework of the audience’s acts of authentication (Tandoc et al., 
2018), people assess whether something is true or false using up to two steps of 
authentication. The first step is internal evaluation, which encompasses strategies 
concerning the individual’s knowledge and experience as well as their judgement 
of the characteristics of the post and the source. If strategies in this step do not 
allow the individual to decide whether the post contains true or false information, 
individuals continue with the second step, external authentication. This step can 
involve intentional or incidental authentication as well as interpersonal or institu-
tional authentication (Tandoc et al., 2018).

The current study builds on the audience’s acts of authentication framework (Tan-
doc et al., 2018). By using a more granular method than used by Tandoc et al. (2018), 
in which only one open question in an online survey was used to ask participants how 
they verify news posts on OSN, this study aims to provide more extensive insights into 
how OSN users try to detect false information. Furthermore, the current study exam-
ines whether users apply different detection strategies when assessing posts by personal 
accounts (a typical feature of OSN) that they are friends with versus personal accounts 
that they do not know or when assessing posts by news outlets that they follow versus 
news outlets that they do not not follow. To do so, this study applied qualitative inter-
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views in which participants thought aloud as they evaluated whether the content of 
posts from their own newsfeeds and of interviewer-supplied posts was true or false.

2. Information processing and evaluation

False information can be persuasive, especially when it is in line with attitudes held by 
the individual. Dual-processing models describe two types of information processing 
that may influence how easily persuaded an individual is (e.g., Chaiken, 1980; Petty & 
Cacioppo, 1986). For this study, the persuasion part of dual-processing models is less 
relevant, but these models inform the current study by providing insights into the two 
types of how information is processed. The different models have in common that one 
type of information processing is rather fast, whereby individuals do not have to in-
vest much effort; an example is to assume that experts or known sources must be true. 
This type of information processing is often labelled as “heuristic,” “experiential,” or 
“peripheral.” The other type of information processing is less automatic and more so-
phisticated, and it requires individuals to invest more effort into evaluating the infor-
mation. An example of this type of processing is checking the arguments in and details 
of a message. This type of processing is often called “systematic,” “rational,” or “cen-
tral” (Chaiken, 1980; Kirkpatrick & Epstein, 1992; Petty & Cacioppo, 1986). Be-
cause it is impossible for individuals to use systematic processing for every piece of 
information, as this would require too much effort and time, individuals only use this 
type of processing if they have a motivation that is high enough to invest more in in-
formation processing. This motivation could come from, e.g., how important the topic 
is to them, whether it is in line with their attitudes, or whether they want to be accu-
rate (Ajzen, 1996; Kunda, 1990; Nir, 2011).

Dual-processing models focus on whether individuals process information heu-
ristically/peripherally or systematically/centrally, which would be interesting to 
see in OSN. However, OSN users probably do not clearly distinguish between 
their processing types when evaluating whether a post is true or false, perhaps 
because they may only pay attention to each post for a few seconds (Vraga, Bode, 
& Troller-Renfree, 2016). Thus, the following section focuses on internal versus 
external information evaluation.

The audience’s acts of authentication framework (Tandoc et al., 2018) distin-
guishes between whether an individual takes only one step (internal evaluation) in 
assessing information or two steps (first an internal evaluation followed by an ex-
ternal evaluation). Internal evaluation can encompass the individuals themselves 
(their knowledge, experience, instinct), the message characteristics such as tone or 
logic, the source credibility, or popularity cues that come along with the message. 

A strategy that individuals employ when evaluating information in the context 
of their own knowledge is to check whether the information is compatible with 
what they currently know or believe (Lewandowsky et al., 2012; Tandoc et al., 
2018). As checking whether incoming information that aligns with one’s own 
knowledge is effortful, it requires motivation. Conversely, identifying whether in-
coming information conflicts with one’s own knowledge is easier to spot, as this 
leads to negative feelings such as cognitive dissonance (Festinger, 1957), and the 
processing of inconsistent information is less fluent. In addition to comparing the 
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information with their own knowledge, users may also draw on their experience 
with what a certain account typically posts. If, for example, a user knows from 
their uncle’s previous posts that he usually posts something they believe is false, 
this may influence their future evaluations. 

When users do not have any expertise on the subject of the post or when they are 
not motivated enough to invest more effort, users may opt to look at the source cred-
ibility, which is a detection strategy that operates on the source level (Lewandowsky 
et al., 2012; Tandoc et al., 2018). A typical example is that an established news out-
let, as a well-known institution, is deemed credible (Tandoc et al., 2018). But, as there 
are also personal accounts on OSN, users may consider other account characteristics 
to determine the credibility of personal accounts compared to professional news out-
let accounts. In comparison to journalistic accounts, the operator of a personal ac-
count does not necessarily have a professional education in evaluating information 
themselves. If an account holder cannot determine whether information they are 
posting is true or false, this can be problematic because other users trying to evaluate 
such a post may assume that accounts only share information they consider as true. 

Additionally, when users personally know the author of a post (which is often 
the case for befriended accounts), they may also have a personal relationship with 
them, and this relationship might influence how thoroughly the information is 
evaluated. Whereas a post from a weak tie (e.g., a casual acquaintance) may be 
evaluated carefully, a post from a strong tie (e.g., parent, best friend, etc.; Neu-
baum & Krämer, 2017) may not be scrutinized so closely.

To be able to evaluate source credibility, users need to identify the source of a 
post, which can be difficult as there are different kinds of posts: original posts, 
reposts, posts linking to a URL, posts quoting others, videos or pictures, and a 
combination of these elements. Especially when there are combinations of the dif-
ferent types of posts, source identification can be difficult, as users may identify 
several possible sources, e.g., the reposting account, the original account or the 
website behind the URL. When the source is identified but unknown (which hap-
pens when someone posts in a group the user follows), the user may evaluate the 
source credibility using incidental aggregate representations such as the poster’s 
number of friends or followers (Walther & Jang, 2012), which closely connects 
this level to the popularity level. Other information can also be used to determine 
the credibility of a source, such as the profile picture, the account’s name, the in-
formation provided by the account holder or, as mentioned above, previous posts. 

On the message level, users’ strategies for detecting false information may in-
clude checking whether the information itself is coherent, i.e., whether there are 
no inconsistencies within the message (Lewandowsky et al., 2012; Tandoc et al., 
2018). In addition, individuals can interpret the tone of the message, for example, 
whether it is not too polemical (Tandoc et al., 2018). 

On the popularity level, a lower-effort strategy is for users to check whether oth-
ers consider the information to be true, i.e., whether there is consensus (Lewan-
dowsky et al., 2012). For this strategy, OSN users may consider popularity cues 
such as likes and shares (Tandoc et al., 2018). Further, since OSN users may per-
sonally know the posting account, they may consider not only the number of likes 
and shares but also who liked and shared a post; this is because users have different 
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relationships with other users (weak vs. strong ties; Neubaum & Krämer, 2017). 
Since previous research has not focused on strategies that OSN users employ for 
evaluating the information in posts by their friends, users may adopt as yet uniden-
tified strategies for detecting false information in their friends’ posts.

All of the strategies discussed above involve the first step of authentication, 
namely internal evaluation. The second step, external evaluation, is used when 
internal evaluation does not lead to a satisfactory result, meaning that the indi-
vidual still cannot identify whether a piece of information is true or false. Exter-
nal evaluation can be intentional (users actively search for further information, 
such as by a Google search or asking someone about the issue) or incidental (us-
ers may wait passively for information on the topic to come along) as well as in-
terpersonal or institutional (Tandoc et al., 2018). As OSN users may be able to 
distinguish consciously between internal and external authentication, they also 
may be able to voice this as they go through their authentication process. Thus, 
the current study builds on the audience’s acts of authentication framework.

As discussed above, users can employ different strategies in evaluating informa-
tion in OSN posts. However, the above-mentioned strategies derive either from 
contexts outside of OSN or within OSN but with a focus on news items only. Im-
portantly, news items are not the only kinds of posts in newsfeed-based OSN; in-
stead, communication in newsfeed-based OSN falls in between mass-mediated and 
face-to-face communication. Newsfeed-based OSN “combine institutionally au-
thored messages alongside individually authored messages, while social groups and 
networks of many sizes and natures are also frequently involved in the retransmis-
sion and reformulation of these messages” (Walther & Valkenburg, 2017, p. 416). 
While users may follow accounts owned by traditional mass media enterprises or 
politicians, OSN users also engage in elements of interpersonal communication 
such as discussion with friends. Thereby, a typical characteristic of OSN – having 
posts from befriended accounts that the user may personally know and have a cer-
tain relationship to – has not been examined in the above-mentioned studies. Since 
a personal relationship with the author of a post may change the strategies a user 
applies to evaluate the information, this study incorporates OSN posts from both, 
personal and news outlet accounts. This allows for determining whether users em-
ploy different evaluation strategies with befriended accounts and news outlets. 
Apart from the interpersonal character of some OSN posts, other characteristics of 
OSN posts may also change the strategies users employ to determine whether a 
post contains true or false information. 

Thus, using a qualitative approach that allows participants to evaluate posts 
by befriended accounts in their own network as well as to evaluate interviewer-
supplied posts from outside their network, this study will answer the following 
research questions (RQ):

RQ1: Which strategies do OSN users employ when evaluating whether the 
content of a post is true?

RQ2: Is there a difference in the strategies they use for posts by a) befrien-
ded versus unknown personal accounts, and b) news outlets that the users follow 
versus news outlets that the users do not follow?
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3. Method

The example OSN used for this study was Facebook, as in Germany (where the 
study was conducted) this platform is the one used most for informational purposes 
(Hölig & Hasebrink, 2018). Participants were interviewed face to face in a lab con-
taining computers, because participants used the computers to evaluate Facebook 
posts. They were asked to think aloud while evaluating whether the information in 
a Facebook post was true or false. Analyzing participants’ thoughts as they evaluate 
the information is more reliable than directly asking participants which strategies 
they think they use to determine whether something is true. The interviewer was 
the author of this study, as this enabled the interviewer to ask for more details on 
relevant points and questions that popped up during the interview.

At first, the interviewer explained thinking aloud in detail to the participants, 
building on a formulation by Ericsson and Simon (1993, p. 378) that was adapt-
ed to the current study. Shown below is an English translation of the German 
version used in the study: 

“Within this study, I am interested in what you think about when solving the tasks 
that I am going to give you. In order to do this, I am going to ask you to think 
aloud as you work on the tasks. What I mean by thinking aloud is that I want you 
to tell me everything you are thinking from the time I give you the task until you 
find a solution for it. I would like you to think aloud constantly, the whole time. I 
do not want you to try to plan out what you will say or try to explain to me what 
you are saying. Just act as if you are alone in the room speaking to yourself. Most 
importantly, do not stop talking. If you are silent for too long, I will ask you to 
continue talking. Do you understand what I mean?”

In order to practice the method of thinking aloud, participants received two 
training tasks (Ericsson & Simon, 1998). These were as follows: 1) ‘how many win-
dows are in your parents’ house? You do not need to count them yourself; I will do 
that for you. Just tell me which room has how many windows’ (Ericsson, 1987). 
Whereas some participants were already very good at thinking aloud and gave the 
interviewer a mental walk-through of their parents’ house, others still needed prac-
tice in voicing their thoughts, as they just counted each window to get to the final 
number quickly. 2) ‘Open the city’s website and search for information about the 
traffic. Do this until you feel well informed. Please tell me what you are looking at 
and what you are thinking when looking at something. I do not want a description 
of what you see but rather your thoughts that result from what you are seeing. If 
you want to show something to me, just use the mouse cursor.’ The second task not 
only trained the participants in thinking aloud, but it also made them familiar with 
thinking aloud when being online. Moreover, this task trained participants in using 
the cursor for showing something to the interviewer. This was useful for the data 
analysis, as it allowed for recording (via recording the monitor) what participants 
wanted to show, which can be matched with the recorded speech. Thus, the re-
searcher was able to see what participants were referring to.

After completing the training tasks, participants logged into their own Face-
book account. The interviewer and participant searched together for the first post 
that was possible to discuss with respect to whether the content was true or not. 
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Participants were asked to evaluate whether the information of the post seemed 
true or false to them while thinking aloud: ‘Please take a look at this post and 
think about how you can determine whether you think the post is true or false. 
Please think aloud.’ 

Logging into their own networks, participants were able to see posts that were 
representative of posts they usually viewed in their network, which provides high 
ecological validity. For example, in their own networks, they may know the ac-
count holder (from face-to-face situations or just from previous interaction on-
line) and have had experience with their previous posts. Familiarity with an ac-
count can influence how much a user trusts the account (Cheng, Fu, & de Vreede, 
2017) as well as give the user an impression of how credible posts from that ac-
count are. If participants are only provided with interviewer-supplied posts from 
news outlets that participants may or may not know, or even from made-up ac-
counts that they clearly cannot know, this creates a situation that is far less eco-
logically valid. 

However, going into a participant’s own network does not ensure that there will 
actually be posts containing false information. Thus, in a second step, participants 
received five interviewer-supplied posts, of which three contained false informa-
tion. Of course, here the participants (may/do) not know the accounts (for a de-
tailed description of the posts, see section 3.2). For the situation with the inter-
viewer-provided posts, the same interview procedure as described above was used.

Another reason the first part of the interview involved participants searching 
for posts in their own newsfeed was because participants may find it much more 
credible. The participant knew that the researcher could not have manipulated 
the posts from their own feed, as during the experiment, the participant and the 
researcher searched for them together. This is different from the posts the inter-
viewer showed the participant in the second part of the interview; here, the par-
ticipant saw those posts as images of screenshots. The participant then could not 
know whether the researcher manipulated the posts but could suspect it. Thus, 
participants were likely to be far more skeptical towards the interviewer-supplied 
posts, and this heightened skepticism should be considered in the interpretation 
of the data. However, by including a mixture of accounts that participants knew 
and did not know and posts that contained true or false information, this study 
allowed participants to employ all the strategies in their repertoire for detecting 
false information in OSN posts from both known and unknown accounts.

During a think-aloud interview, some of the participants’ thoughts may vanish 
before they can be voiced. Moreover, what participants are talking about is highly 
driven by their thoughts, which may result participants not answering all of the 
researcher’s questions without further prompting. Thus, retrospective interviews 
are commonly used in combination with thinking aloud (Charters, 2003). Imme-
diately after the interviews, participants were surveyed retrospectively with re-
gard to questions that they had not yet answered. Those questions were on, for 
example, how they decided on evaluating the information, how they define trust 
or credibility if they mentioned the words in the interview, what their relation-
ships and experiences with the accounts were, and whether they would like or 
share the post. At the end of the interview, participants answered a written ques-
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tionnaire concerning how much prior knowledge they had on the topic of each 
post, how important the topic was to them, how much they agreed with the con-
tent of each post, the level of their Facebook and media literacy, and their media 
use. Afterwards, participants were debriefed, as some of the posts contained false 
information. The debriefing made clear which information was false and which 
was correct in the interviewer-supplied posts, and participants were asked wheth-
er they understood this. Participants were compensated for their time with 25€.

During the interviews, both the participant’s speech and the computer monitor 
were recorded. An ethical challenge did arise, as participants had to log into their 
Facebook account and thus reveal sensitive private information. To minimize the 
intrusion of participants’ privacy, when participants were logged into their own 
account, only the part of the monitor where the posts were visible was recorded.

3.1 Sample

Sampling followed a grounded theory approach. In order to find all the strategies 
used by OSN users to evaluate whether a post is true or false, the sample should 
be as diverse as possible in the characteristics that are assumed to influence the 
evaluation, which are age, sex, education, occupation, and Facebook use. Hence, 
participants were sampled after answering an online survey on age, sex, educa-
tion, occupation, and Facebook use. They were selected according to their an-
swers such that the sample was as diverse as possible; sampling was stopped at 
N = 15 due to theoretical saturation.

All participants were Facebook users, as they were asked to evaluate posts 
from their own newsfeed. Participants were between 18 and 57 years old, about 
half of them (n  =  7) were female. Most participants used Facebook daily, al-
though some participants only used it once a month or even less than once every 
2–3 months. Participants were relatively evenly distributed in their occupation: a 
third worked full or part time, about another third was studying or was in profes-
sional education, and the last third was retired, job seeking, or a housewife/-hus-
band. Slightly more participants had a high level of education than had a middle 
or low level of education.

3.2 Newsfeed posts/interviewer-supplied posts

The posts used for assessing participants’ strategies for evaluating information dur-
ing the interview did not cover a specific topic. In fact, no topic was restricted, as 
false information can exist on any topic and is not restricted to arenas such as poli-
tics or health communication. Furthermore, users’ strategies may differ because of 
the topic (e.g., due to their prior knowledge or because they think it is important or 
interesting). The topics of the posts included politics, refugees, security, work, educa-
tion, health, travel, entertainment, sports, society, culture, nature, and local news.

In the first part of the interview, the posts stemmed from the participants’ own 
network, i.e., either from their newsfeed (see Fig. 1 for an example) or from be-
friended accounts that post presumably false content from time to time (see Fig. 2 
for an example). This created a situation that is much more natural and valid 
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compared to most experiments (where participants usually do not know the post-
ing accounts), with respect to the user’s relationship and experience with an ac-
count: In their own network, users usually know the account holders, except per-
haps for accounts that are posting in public groups or for posts by friends of 
friends. Having experience with an account’s posts may influence the evaluation 
of trust and credibility. This may also be the case for news outlets that users fol-
low, in that users may trust them due to experience with their posts, and they 
probably follow that account for a reason.

The posts in the first part of the interview consisted of about three to four posts. 
The interviewer selected the posts while the participant was scrolling through the 
posts. It was searched for the first posts that were possible to discuss regarding 
whether the content was true or not. Thus, posts with no content (e.g., just pictures 
without any context) or sponsored content were excluded.

Figure 1. Example of a post from a participant’s Facebook newsfeed.
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Figure 2. Example of a post of an account that a participant expects to post false 
information.
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In the second part of the interview, five interviewer-supplied posts were shown to 
the participants. Two of them were screenshots of real Facebook posts containing 
true information. The other three posts contained false information (see Fig. 3 for 
an example) and were manipulated to make sure the information was definitely 
false. This false information was based on true stories that were modified enough 
so that they were clearly false. These five posts were different in nature (type of 
post, social endorsement, expert accounts, etc.) to allow participants to employ 
different strategies when evaluating whether a post was true. The true posts were 
from a TV channel’s news program and from a local newspaper of another Ger-
man city. Hence, participants could be familiar with both of these accounts, al-
though several participants confused the TV channel’s news program with one of 
their satirical shows. Moreover, not every participant knew the local newspaper 
from the other city. The false posts were from made-up accounts so that false in-
formation was not included in some real account’s post. As the condition ‘true’ 
was always affiliated with a news outlet as the account and ‘false’ information 
was affiliated with made-up accounts, this might lead to confounds: One cannot 
be sure whether users employed a certain strategy because the account was from 
a news outlet or because the content was true. The same goes the other way 
around for a false post and a made-up account that participants could not know. 
However, as many studies show how difficult it is to fully correct false informa-
tion once it is embedded in users’ minds (Chan, Jones, Hall Jamieson, & Albar-
racín, 2017; Lewandowsky et al., 2012; Walter & Murphy, 2018), one could 
never be sure – even with a very detailed debriefing – whether participants really 
remembered after the study that the false information was made up and did not 
really come from the account. Thus, ethical reasons led to the decision to not put 
false information into some real account’s post. Additionally, to make sure that 
news outlets were represented in both the real and made-up accounts, one of the 
made-up accounts allegedly quoted a newspaper for doctors. Thus, this wrong 
quote was made by the account and not by an account of the newspaper itself. In 
the debriefing, participants were explicitly told that the newspaper did not write 
that false information.

The topics of the interviewer-supplied posts were drought, active volcanos, 
housing and construction plans, minimum price for alcohol, and car parking. The 
posts on the active volcanos and car parking were true posts, while the others 
contained false information.
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Figure 3. Example of an interviewer-supplied post containing false information.

3.3. Data analysis

In September 2018, the 15 qualitative interviews were conducted. The same re-
searcher who conducted the interviews analyzed the statements from the interviews 
using qualitative content analysis. Having the same researcher conduct the inter-
views and do the coding gave the coder all the context information that might be 
needed for interpreting the statements correctly, i.e., as the participants meant them. 
The statements were coded inductively and deductively. Deductively, categories were 
created according to a) the results of a study on the characteristics users pay atten-
tion to when evaluating information on websites (Horstmann, Rösner, Conrad, & 
Heidemann, 2018), b) the strategies identified by Lewandowsky et al. (2012) and 
Tandoc et al. (2018), and c) certain heuristics that people may employ when process-
ing and evaluating information on OSN, such as consistency, endorsement, self-con-
firmation, or expectancy violation (e.g., Metzger & Flanagin, 2013). Inductively, 
OSN-specific categories were added throughout the coding process. When a new 
category was added, all interviews were coded again to ensure they were also coded 
for the new category. Based on the categories and statements made by the partici-
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pants concerning their general approach to evaluating information on OSN, the last 
coding step involved deriving the actual strategies.

4. Findings

The interviews showed that asking participants to evaluate a post as true or false 
is something they did not always find a suitable question. This is because OSN 
posts do not always contain information but often opinions. Although some of 
these opinions are based on information that can be true or false, participants 
found that opinions can be contrary to their own opinion but can rarely be 
wrong. Thus, they tried to separate opinion from information.

To answer RQ1, which asks about strategies OSN users employ when evaluat-
ing whether the content of a post is true, the following strategies were found in 
the qualitative content analysis of the interviews: searching for more, knowledge 
carries the most weight, and every detail needs to fit. As not all approaches fit into 
these strategies, the remaining approaches are discussed below the strategies. 
 Afterwards, the usage of the strategies is described (RQ2).

4.1 Strategies

4 .1 .1  Searching for more

A strategy that participants commonly used in the interviews was to gather more 
information before deciding how to evaluate a post. This was done by googling 
the issue of a post or by clicking on a link provided in the post. Participants used 
this strategy especially when they were torn:

Because this does not look like something trustworthy. Maybe it is trustworthy 
anyway, […] firstly, I would go to the [newspaper] or I’ll google it or I’ll just ask 
[refers to the account of the newspaper]. (P3)

There is even a video, I think. Or no, not exactly a video, but a link. In my opinion, 
somehow it makes it always a bit more credible when you can have a look at so-
mething more. (P11)

With this strategy, though, interest was key. Participants only used this strategy 
when the content was important or interesting to them. Otherwise, they said, they 
would just continue scrolling through their newsfeed without evaluating whether 
the post was true or false.

4 .1 .2 Knowledge carries the most weight

Another main strategy was based on the participants’ knowledge. This was either 
knowledge about the content (expertise) or about the account (experience with it).

Knowledge of the content carries the most weight. If users had knowledge of 
or expertise on the content of a post and were very sure about their knowledge, 
they could then weigh the content of the post as being the decisive factor for 
evaluating it. In this case, the post’s other characteristics did not play a big role in 
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their decision. Sometimes, when participants were completely certain that the 
content of a post was true, they did not even mention considering the account, an 
otherwise often mentioned characteristic in evaluating information:

[Post is on drinking methanol] Methanol. […] Well. Pure nonsense. […] Pure non-
sense, but only because I know that methanol is utterly toxic. (P12)

In other cases, even participants’ trust in the account increased when they read 
content that they knew was true:

Schulz against Gauland.2 I know all of it. I was yesterday already, I mean, on the 
website of n-tv.3 I scroll through that website every noon. The information was 
there already. In the evening, I also watched a video about it, with the exact same 
sequence as here, showing how Mr. Schulz reacts and how the AfD reacts. Thus, I 
am a 100 percent sure that this is correct news and that, well, somehow increases 
my trust in the [local newspaper, which is the source of the post]. (P5)

This strategy is about knowledge, but it is impossible to have knowledge on every 
topic. Thus, when users did not have knowledge on the topic, they could not employ 
this strategy. In such cases, they instead tried to evaluate the post either by determin-
ing whether they found the content credible (which could be done using the strategies 
search for more or every detail needs to fit) or by determining whether the account 
might be trustworthy. Users can determine an account’s trustworthiness, in turn, by 
having knowledge of the account or by clicking on the account and evaluating it, 
based on the information given there and by examining the account’s previous posts.

Knowledge of the account carries the most weight. If users have knowledge of 
and experience with an account, this knowledge can also outweigh the content in 
users’ evaluation of a post. This might be the case when the account holder has 
strong ties to the user (e.g., family member, good friend) or when the account is 
run by a news medium that the user trusts completely. In this case, the user would 
trust the content to be true just because it came from a certain account; at the 
same time though, the content cannot be too unrealistic.

And my friend is highly educated and she is researching everything, as well as I do. 
There is nothing we do not research before we talk about it. Thus, when I see what 
she is posting […] I do not always have the same opinion as she does. This hap-
pens, but then I know 1,000 percent that what she is posting is well researched and 
that I can trust it. (P14)

I count on it that it is the truth. I just know it, because I used to work at this news 
agency myself […] when someone was reporting incorrectly, I mean not on purpose, 
but just translating it incorrectly, then they were fired. Thus, I know for sure that it is 
the truth. (P15)

This also works the other way around, when the account is not trustworthy at all. 
In this case, participants would not even read posts from untrustworthy accounts:

I wouldn’t even read it, if it wasn’t for this study, huh? I wouldn’t even have a look 
at [this friend’s] page anymore, because I know what he writes. (P13)

2 Martin Schulz and Dr. Alexander Gauland are two German politicians. Martin Schulz is in the 
Social Democratic Party (SPD). Dr. Alexander Gauland is in the Alternative for Germany (AfD).

3 n-tv is a TV news channel.
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Thus, to use this strategy, users must know the account; this strategy does not 
work with unknown accounts. When participants did not know the account, 
some tried to evaluate it by clicking on the profile. 

Overall though, as the name of the strategy implies, participants using this strategy 
primarily relied on their knowledge (knowledge has the possibility of outweighing the 
other characteristics), but it means neither that knowledge always overruled every-
thing nor that participants failed to consider anything else. Although participants gave 
priority to their knowledge in this strategy, they might consider other strategies.

4 .1 .3 Every detail needs to fit

Another strategy was that participants considered everything they saw. This 
included the content, account, social endorsement, type of post, date and time 
of post, writing style, etc. Participants using this strategy found it important that 
everything was consistent and plausible (also referring to their own knowledge 
on the issue). For example, they checked to make sure that the content was 
realistic, that there were no typos, and that there were no mistakes in citations 
(no expectancy violation). In addition, participants paid attention to whether the 
content of the post fit the account (e.g., that there was no persuasive intent) and 
whether the picture fit the content:

This one [refers to the post] is done a bit nicer, with some numbers, a picture, and, well, 
a name [refers to the name of the account] that sounds intelligent. […] But, well, when 
you take a closer look, profile picture doesn’t fit. Source is missing. Thus, it is not really 
reputable. […] Most of all, one should’ve had heard of it somewhere else as well. (P3)

I can’t really imagine that anything would be built on the lawns of this square. […] 
Well, the absurdness [of the content] would be a reason for me (laughs) to perceive it 
as false. (P11)

4.2 Ways of evaluating information that are not covered by the strategies

As the strategies mentioned above represent broad means of arriving at a 
decision, they do not encompass every single way that users evaluate a post.

Besides evaluating if every detail fit, users also considered general cues for 
credibility that they might have learned through evaluating information in other 
media formats or in school. This included verifying tags and quotes or searching 
for pro and con arguments within a post.

I mean, it surely is trustworthy, because they have this blue hook [refers to the 
check mark]. It’s the same as on Instagram, huh? (P2)

I’m looking at those posts like we did in school […] with pros, cons and so on. 
Well, this guy seems relatively reliable to me as he is quoting correctly […]. So, this 
would always influence me, the way it’s written, and if there was something done 
the way I learned in school. (P11)

The last example shows that this approach of evaluating general credibility cues 
is close to the strategy every detail needs to fit. Although in this case certain par-
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ticipants did consider the same content (here: the quote), they used it for a differ-
ent mode of evaluation. In the strategy every detail needs to fit, they used it to 
evaluate the whole picture they had of a post, whereas here participant eleven 
used it as a general cue for credibility based on what he learned in school.

Participants also showed a bias in information processing not covered by the 
strategies, namely a bias due to their political preferences.

Maybe there are different political directions, which you don’t trust, or let’s say 
that you don’t know certain pages. Of course, I would take a closer look at those. 
Yes. Perhaps you would assume that it’s a false report first. (P4)

4.3 Usage of the strategies

Before addressing RQ2, this section elaborates on the general usage of strategies 
according to the characteristics of the post and the participants, and it describes 
some of the most often used strategies. 

With the exception of one participant who only considered the content and 
had either knowledge of the topic or found the content to be unrealistic, all other 
participants used several strategies to evaluate the posts. For some posts, some 
participants even used all four strategies.

Even when participants did use knowledge of account or content carries the 
most weight, they often used this strategy along with other strategies. As this is a 
knowledge-based strategy, users can only employ it when they have knowledge re-
garding the content or account. Regarding the strategy searching for more, this one 
is used when a user has interest in a topic; they are only motivated to invest more 
time and effort via this strategy if the topic is interesting to them. When users lack 
motivation to search for more information or knowledge on the content or ac-
count, the only remaining strategy (of those identified in this study) is checking 
whether every detail fits. Hence, which strategy participants employed largely de-
pended on their motivation and knowledge.

For the usage of strategies, neither the topic of a post (including knowledge on 
the topic and how important it is to users) nor the participants’ willingness to 
share a post mattered. This is probably due to the study design, which aimed at 
covering diverse posts (and topics) without explicitly testing whether participants 
use different strategies to identify false information for different topics. In order 
to test whether the topic influences how users attempt to detect false information, 
several posts on one topic would have been needed. Further, the finding that will-
ingness to share did not matter for participants’ strategy use may be because us-
ers showed a very low willingness to share the posts used in the study: Only two 
participants were willing to share one or two of the posts they evaluated.

RQ2 asks whether the use of strategies differed for posts by news outlets that 
participants followed versus did not follow or for posts by befriended accounts or 
unknown personal accounts. For posts by news outlets, the results show that the 
evaluation strategies chosen differ when participants follow the news outlet in 
their own network and have them in their newsfeed, as compared to the news 
outlet post supplied by the interviewer. The strategy participants used for every 
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“in-network” news outlet post was knowledge of account. The use of this strate-
gy sometimes aligned with the knowledge of content strategy, although, of course, 
participants had to decide then which knowledge carries the most weight. For the 
interviewer-supplied news outlet post, participants’ use of strategies was different. 
For those posts, the choice of strategy depended on the post. 

Participants evaluated posts from personal accounts – befriended or unknown 
accounts – in the same way that they evaluated the interviewer-supplied news 
outlet posts; depending on the post, they used one or a set of the identified strat-
egies. For unknown accounts, participants were not able to use the strategy 
knowledge of account.

Overall, to answer RQ2, the study showed that for evaluating the posts by 
news outlets that participants followed in their OSN, they relied heavily on their 
knowledge of the account; conversely, for evaluating posts by befriended or un-
known personal accounts or by unfamiliar news outlets (that they do not follow), 
they used up to all three of the identified strategies. 

5. Discussion

When comparing the findings of this study, namely the strategies participants used to 
evaluate whether information on an OSN is true or false, to findings from other con-
texts, such as how people generally evaluate information or how people evaluate the 
information in media content or on websites, the results show a large overlap. The 
strategy searching for more can be interpreted as an umbrella strategy for the four 
external strategies found by Tandoc et al. (2018): incidental, intentional, interperson-
al, or institutional acts of authentication. Participants explicitly referred to an inten-
tional search for more information, likely because participants followed the study 
design and tried to evaluate the information. Participants also mentioned incidental 
external authentication when they said they would only try to search for more infor-
mation if the topic was interesting to them. Otherwise, they would just wait to get 
more information on the respective topic incidentally. This is in line with propositions 
made in dual-processing models, as interest in the topic (i.e., motivation) leads indi-
viduals to use more effortful strategies (e.g., Chaiken, 1980; Petty & Cacioppo, 1986). 
When wanting to search for more information, participants said they would google it, 
search for it on YouTube, go to the website of a newspaper (institutional authentica-
tion), or they would discuss it with friends or family and see what they considered to 
be correct or wrong about the topic (interpersonal authentication). This search for 
more strategy can also be interpreted as delaying “the arrival at a conclusion” ( Kunda, 
1990, p. 482), meaning that participants do not make an immediate judgement of the 
credibility of information but want to wait for more evidence. Hence, it goes in line 
with literature on motivated reasoning, which suggests that the motivation to be 
 accurate drives a more elaborate search for information (e.g., Nir, 2011). 

The other strategies rather refer to internal acts of authentication. Knowledge 
of content carries the most weight goes in line with the strategy of relying on one-
self (Tandoc et al., 2018) and maintaining compatibility with one’s own beliefs 
(Lewandowsky et al., 2012) as well as the heuristics of self-confirmation and con-
sistency (Metzger & Flanagin, 2013). The information in a post should be con-
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sistent and compatible with what a user already knows. Regarding relying on 
oneself, this also means that the participants judged the information using their 
intuition, which, in turn, is based on knowledge and experience.

Knowledge of account carries the most weight goes in line with source credibility 
(Lewandowsky et al., 2012; Metzger & Flanagin, 2013; Tandoc et al., 2018) and 
source experience (Lucassen & Schraagen, 2011). Whereas the different definitions 
of source credibility focus on which indicators make a source credible (e.g., trust-
worthiness, expertise, believability, truthfulness; Metzger & Flanagin, 2015; Roy, 
Huh, Pfeuffer, & Srivastava, 2017), knowledge about the account is to a large extent 
based on the individual’s experience with the account. This can be based on previous 
posts or on the personal relationship that the individual might have to the account 
holder outside the OSN. When using this strategy, users sometimes paid attention to 
whether the post is compatible with what the account usually posts (otherwise the 
post violates their expectation of the account). Hence, the heuristic expectancy viola-
tion fits to this strategy as well (Metzger & Flanagin, 2013). Further, the current 
study supports the finding by Lucassen and Schraagen (2011) that the experience 
with the source can lead people to disregard any other characteristic of the message.

The every detail needs to fit strategy encompasses diverse heuristics as well as 
the strategies coherence and popularity (Lewandowsky et al., 2012; Tandoc et al., 
2018). When employing this strategy, users may consider everything that is not 
solely based on knowledge. This can include persuasive intent, coherence of a 
message, and characteristics of the post such as spelling and grammar or neutral-
ity of images (Horstmann et al., 2018; Metzger & Flanagin, 2013). Additionally, 
characteristics such as plausibility, which also refers to one’s own knowledge, can 
also be considered within this strategy, as everything has to fit. 

When the post was from a news outlet that participants followed, knowledge of 
 account carries the most weight was the most-used strategy; this indicates that partici-
pants relied on these accounts. This goes in line with selective exposure, as users ac-
tively chose to follow these news outlets (Djerf-Pierre & Shehata, 2017). It may be that 
they follow a news outlet because they expect that outlet to post true news. In this case, 
the use of the knowledge of account carries the most weight strategy can be interpreted 
as heuristic or peripheral processing in the sense of dual-processing models. Of course, 
this does not apply if users follow a news outlet’s account because they find it enter-
taining and do not take its content seriously or because they want to get insight into 
what an untrustworthy news outlet posts. However, it seems that for the news outlets 
discussed within this study, this was not the case. Instead, participants may have based 
their decision to rely on the news outlet because the journalists who post on them are 
assumed to be professionals in evaluating information and writing news items.

6. Limitations

Several limitations of the study design should be considered when interpreting the 
results. One concerns ecological validity. As participants were asked to think aloud, 
they were a “captive audience” (Hovland & Weiss, 1951). This may make their in-
formation processing and evaluation far more systematic than it would be in a real 
situation, where they scroll through their Facebook newsfeed and spend only a few 
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seconds on most posts (Vraga et al., 2016). The setting of the study, however, aimed 
at giving participants enough time to mention everything they thought about. Thus, 
they might have looked at and mentioned more post characteristics than they usu-
ally would. This may explain why for many posts, participants used several strate-
gies. However, the aim of this study was to find all the strategies that users employed 
consciously in evaluating posts for true or false content. Thus, giving the participants 
enough time, which might lead to an over-reporting of the characteristics they con-
sidered, was important to follow this study’s aim. But, users may also employ strate-
gies unconsciously (Fiske, Kinder, & Larter, 1983); those, of course, cannot be voiced 
by the participants in a think-aloud study. 

Another limitation may be socially desirable answers. As found in previous re-
search, participants of studies tend to underreport that they simply give lower rat-
ings of credibility to counter-attitudinal information to preserve their own attitude; 
instead, they tend to report that they use arguments against the content (Zuwerink 
Jacks & Cameron, 2003). A similar social desirability bias might be present in the 
current think-aloud study: Participants might have described what they thought 
they should be thinking about the posts in question (especially since the researcher 
was present in the room). Moreover, they might have mentioned those characteris-
tics that they thought should be relevant to consider and not only those that they 
actually considered. To try to minimize this possible bias, during the interview the 
interviewer constantly reassured participants that what they were saying was cor-
rect by nodding or saying something supportive (“yes,” “right,” etc.).

The aim of this qualitative study was to investigate which strategies OSN users 
employ in evaluating the information in posts. Thus, the design was focused on posts 
that actually appear in users’ newsfeeds. This way, participants were likely to have a 
relationship with the posting account, which was important for the strategy that 
used knowledge of the account. However, with a sample of 15 participants, this de-
sign did not allow for quantitatively testing whether these strategies helped users 
successfully detect false information in OSN. This is an important point, because if 
these strategies do not help users detecting false information sufficiently, educators 
of media literacy might want to consider ways of improving the OSN users’ media 
literacy that is practical for them to employ. Users will always need lower-effort 
strategies, as they do not have an endless capacity for evaluating all the information 
they get through OSN. Thus, future research could build on the results of this study 
and test whether these strategies help users to detect false information successfully.

7. Conclusion

Keeping these limitations in mind, what are the implications of each strategy for 
the spread of false information? As the strategy searching for more showed, OSN 
users are willing to search for further information when they cannot determine 
whether a post contains false information, which can be seen as a positive sign 
for reducing the spread of false information. However, as this is impossible to do 
for every post, and users rarely verify information they find online (Metzger, 
2007), users will likely only employ this accuracy-driven, high-effort strategy if 
the topic is interesting to them. Nonetheless, this strategy is not likely to lead to 
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further distribution of false information, because users will not have strong rea-
sons to share or react to content that they do not find interesting, as long as they 
are not aiming to support someone (e.g., good friend, family member).

A strategy that might be problematic for the spread of false information is 
knowledge of account carries the most weight if it overrules the content. For ex-
ample, if a highly trustworthy account makes a mistake, the trusting user may 
rely on the trustworthy account and not question the content. It is then problem-
atic if the user reacts to or shares the post.

This is different for the strategy of when knowledge of content carries the most 
weight. If the user’s knowledge is correct, there are two options: Either the user 
does not react to the post, which would have no effect on the distribution of false 
information, or, if the user reacts to a post and refutes it, this may reduce the dis-
tribution of false information. However, users’ overconfidence about the topical 
knowledge might be a problem if the knowledge is false. 

With the third strategy, every detail needs to fit, the implications are not that 
clear and completely differ from situation to situation. If the post is inconsistent 
and false, this strategy helps users to detect false information; then the user’s ac-
tions determine the effect on the spread of false information. If users do not react 
to the post there is no effect on the spread of false information, and if they refute 
the post this action helps to reduce the spread of false information. If the post is 
consistent and true, then the user recognizes that the information is true. If the 
post is inconsistent but true, users may think the true content is false information, 
which should also have no effect on the distribution of false information. How-
ever, if the post is consistent but false, this may cause problems: In this case, users 
employing this strategy may think the false information is true and then react to 
it. This could increase the distribution of false information.

One main finding of this study, that users evaluate information from an “in-
network” news outlet (a news outlet that they follow) by heavily relying on the 
account and their experiences with previous posts of the account, shows that for 
future research on news posts in OSN, researchers must consider whether the 
participating OSN users follow the news outlet or not. 
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