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1.0 Introduction 
 
Classification is a matter of  concepts. There is no satis-
factory account of  concepts that is widely or universally 
accepted. So, without argument or evidence presented 
here, we will favor an account that makes concepts ab-
stract objects—an account in the tradition of  Frege and 
Tichý (Geach and Black 1980; Tichý 1988). There will be 
the need to study the relationships between concepts, and 
this can be done by using first order predicate logic and 
either simple lambda calculus or the standard set builder 
notation from set theory (see also Gnoli 2006; Stock 
2010). Some examples follow. 
 

Jewelry(x)&Valuable(x) 
∃y(Queen(y)&Son(x,y)) 

 
are predicate logic formulas; they are actually “open sen-
tences” with free occurrences of  the single variable “x.” 
 
λx.(Jewelry(x)&Valuable(x)) 
λx.(∃y(Queen(y)&Son(x,y))) 

 

are lambda abstractions, abstracting using the variable 
“x.” 
 

{x:(Jewelry(x)&Valuable(x))} 
{x:(∃y(Queen(y)&Son(x,y)))} 

 
are set builders or set comprehensions, building with the 
variable “x.” If  we ignore some subtleties that are not rel-
evant in this context, either the lambda abstractions or 
the set builders can be understood as denoting con-
cepts—in the examples, denoting the concept of  valuable 
jewelry and the concept of  sons of  queens. 

Plain classification is merely a matter of  applying the 
relevant concept to the entity in question and seeing 
whether it holds. This is vital, of  course, and everyone, 
from all cultures, does it hundreds of  times a day—most 
times with success. In the context of  structure and or-
ganization, though, the concepts used are often part of  a 
classification scheme where the concepts used have rela-
tions to each other. For example, in the widespread tradi-
tional Aristotelian hierarchical taxonomies, where the leaf  
concepts satisfy the jointly-exclusive-pairwise-distinct 
(JEPD) property (Frické 2016), the component concepts 
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have to bear certain definite relationships among them-
selves. 

Not every classification is hierarchical, and not every 
hierarchical classification has the JEPD property (for ex-
ample, Wikipedia’s category “tree,” which has cycles, is 
neither hierarchical nor has the JEPD property). But 
many classifications do have the JEPD property, and 
when they do, the items to be classified need to be classi-
fied for item retrieval by the maximally specific concepts, 
i.e., by the “leaves” (or nodes with outdegree zero). Simi-
larly, if  classification is envisaged as being paired with 
search, then there is an important constraint on the way 
that it is done. Search aims for maximum recall and preci-
sion, and it can be proved that the classification act itself  
on an item needs to be maximally specific to allow this to 
occur, a result that all catalogers know (Broughton 2004, 
115). That is, the “leaves” should be used, i.e., the con-
cepts that have no child concepts. Not every in-the-field 
classification does this. For example, the Dewey Decimal 
Classification (DDC) does not, but it should (Frické 2012, 
Section 5.4). 

Finding out about relationships among concepts can 
sometimes be a matter of  science or mathematics; for ex-
ample, that horses are animals is for science to determine. 
But sometimes relationships can be a matter of  logic and 
reasoning. For example, the concepts of  man and young 
man are related. The lambda abstractions below indicate 
that “young man” is a sub-concept of  the concept 
“man.” 

 
λx.(Man(x)) 
λx.(Man(x)&Young(x)) 
 

In this case, a hierarchical relationship can be established 
by proving that being a man follows from being a young 
man. These relationships exploit the fact that some con-
cepts are compound concepts, i.e., they have compo-
nents. Entire classification schemes or schedules can be 
produced using this. That is exactly what logical division 
does (Frické 2016). 

Faceted classification typically uses compound con-
cepts, which are seen as being composed from atomic 
concepts. It rests on the fact that concepts can have cate-
gories or kinds (Vickery 1960, 1966; Willetts 1975; Austin 
1984; Foskett 1996; Morville and Rosenfeld 2006; Lambe 
2007; Cheti and Paradisi 2008; Slavic 2008; La Barre 
2010b). For example, the “being female concept” is an 
instance of  “being a gender classifying concept,” and the 
“being young concept” is an instance of  “being an age 
classifying concept.” The “kinds” of  concepts are “fac-
ets,” and the “terminal or maximally specific atomic con-
cepts” within a facet are “foci” (Ranganathan 1959, 
[1937] 1967; Vickery 1960, 1966, 2008; Gardin 1965; Bu-

chanan 1979; Foskett 1996, 2003; Broughton 2004, 2006; 
La Barre 2006, 2010a; Wilson 2006; Gnoli 2008). One as-
sumption that can be made is that the maximally specific 
concepts within the same facet are “exclusive” (that, for 
example, if  a person is young then they are not, at one 
and the same time, old). Sometimes it is also helpful if  
the maximally specific concepts are “exhaustive”—that is, 
always at least one of  them applies. As mentioned, the 
classification act itself  on an item needs to be maximally 
specific, i.e., it is the foci that should be used for item 
classification. There can be more general concepts within 
a facet schedule, but these would be used for organiza-
tion or for directing a search and not for the actual label-
ing of  an item. There is another technical feature that is 
useful to have. It is that the facets be “orthogonal.” This 
means that a choice of  a focus from one facet is entirely 
independent of  a choice of  focus from another facet 
(e.g., a man can be either young, middle-aged, or old, i.e., 
that something is a man does not ipso facto mean, say, that 
he is old). Foci are “dependent” within a facet (thanks to 
exclusivity) and “independent” across facets (thanks to 
orthogonality). The resulting classificatory structure is 
that of  a directed acyclic graph (DAG). This is different 
to a classificatory tree or plain hierarchy, because it is 
possible for a concept (or node) to have two parents. The 
concept “λx.(Female(x)&Young(x)),” for example, has 
two parents—it is a subconcept (a “child”) of  both 
“λx.(Female(x))” and of  “λx.(Young(x)).” The fact that 
the structure is a DAG (and is finite) means that there are 
nodes that do not have children. These are the narrowest 
most specific concepts. Effectively these are “leaves” of  
the DAG and it is these that are used for the actual classi-
fying. Each person, in a miniature example scheme, might 
be classed as exactly one of 

 
λx.(Female(x)&Young(x)) 
λx.(Female(x)&Middleaged(x)) 
λx.(Female(x)&Old(x)) 
λx.(Male(x)&Young(x)) 
λx.(Male(x)&Middleaged(x)) 
λx.(Male(x)&Old(x)). 
 

It helps for clarity of  exposition to imagine that the clas-
sified people are labeled or tagged with a tag depicting 
their classification. Each will carry exactly one of  these 
six tags. 

Modern computing and algorithms, when addressing 
data, has pared down to using what might be called uni-
versal data structures for data (see, for example, JSON 
2017). One of  these is the key-value pair, and, in particu-
lar, collections, without order, of  key-value pairs, and 
these are sufficient to characterize items or objects. With 
basic faceted classification, the keys will be the facets 
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(e.g., gender, age), and the values will be the foci (e.g., 
male, old). So, a particular classification for an individual 
item might look like 
 

{Gender: male, Age: old}. 
 

That the facets are orthogonal means additional facets 
can be added without disturbing any classification or 
schema that is already in place, for example 
 

{Gender: male, Age: old, PlaceOfResidence: London, 
…}. 

 
Additionally, for flexibility, facets (or particular key-value 
pairs) can be omitted for some items classified under a 
scheme. Parallel to this, any collection of  key-value pairs 
could be entered as rows and columns in a relational da-
tabase (perhaps with the assistance of  a “null” value for 
undefined values). 

A faceted classification would ordinarily be polyhierar-
chical. The faceting allows a vast number of  combinations 
of  foci across the facets, which is an advantage. Were an at-
tempt made to put these combinations into a non-faceted 
single hierarchy, there would be questions of  which facet 
goes higher up the hierarchy (e.g., gender or placeofresi-
dence?), and there would be much repetition of  structure 
because of  “distributed relatives” (Savage 1946). For in-
stance, “male” would have to have below it, say, “London,” 
“Bristol,” etc., but then so too would “female,” 

Nowadays, with computers, faceted classification goes 
hand in hand with faceted search (Tunkelang 2009). Each 
search aims to produce a descriptor, which is essentially a 
combination of  concepts—for example, “λx.(Female(x)),” 
or, “λx.(Male(x) or Old(x)).” Then the search finds the 
items that are tagged satisfying the descriptor. Search can 
be an iterative process. For example, a user can search for 
males, then search among the males for the old males. This 
is done by narrowing using concepts—for example, 
λx.(Male(x)). These are not usually themselves tagging 
combinations of  foci, but they can be used to select foci. 
These kinds of  searches can be Boolean searches such as 
searching, for example, for “man AND old,” “woman 
AND NOT old,” etc., and the Boolean searches can per-
haps be aided by computer interfaces that present the fac-
ets and their foci. Process searches are almost always “fil-
tering,” that is they narrow on the results to hand. The fol-
lowing is a typical description of  the process (Arenas et al. 
2014): 
 

Faceted search is a prominent approach for query-
ing document collections where users can narrow 
down the search results by progressively applying 
filters, called facets. A facet typically consists of  a 

property (e.g., ‘gender’ or ‘occupation’ when query-
ing documents about people) and a set of  possible 
string values (e.g., ‘female’ or ‘research’), and docu-
ments in the collection are annotated with proper-
ty-value pairs. During faceted search users iterative-
ly select facet values and the documents annotated 
according to the selection are returned as the search 
result. 

 
Also, in terms of  search, the individual facets can have, 
and usually would have, a structure. So, for example, the 
first order predicate “λx.(HavingAGender(x))” could be 
introduced to provide a root for the gender facet, and 
then the facet would have a hierarchical structure with 
male and female being sub-concepts of  the root. The in-
dividual facets themselves might be organized in different 
ways. As Barbara Kwasnik writes (1999, 39-40), 
 

Each facet can be developed/expanded using its 
own logic and warrant and its own classificatory 
structure. For example, the Period facet can be de-
veloped as a timeline; the Materials facet can be a 
hierarchy; the Place facet a part/whole tree, and so 
on. 

 
There is a point that arises here for advanced treatments. 
If  the type of  classificatory structure is different across 
facets, there might not be a single ordering relation in use 
for the compound concepts. For example, the relation-
ship of  sub-concept is being used in the present treat-
ment, but if  a place facet was a part/whole tree, some-
thing different would have to be invoked, because a part 
is not, strictly speaking, a sub-concept of  a whole. 

This basic faceted classification and faceted search has 
been called “ersatz” faceting (Frické 2013). Ersatz facet-
ing has the following features: 
 
– there is one domain, 
– selection by a single focus, or combination of  foci 

from different facets, merely identifies a subset of  the 
domain, 

– selection of  a single focus during a search automatical-
ly rules out any choice of  other foci from the same 
facet, by exclusivity, so the other foci no longer need 
to be offered as choices in a search interface of  the 
ongoing search, 

– the order in which narrowing or filtering operations 
are carried out is inconsequential as to the final result-
ing subset (i.e., the operations permute or are symmet-
ric), 

– that the operations permute means that the syntax for 
a faceted description language is relatively open (e.g., 
either of  “old men” or “men old” would be fine). 
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– the narrowing operations lend themselves to represen-
tation as Boolean search (in particular ANDing the 
operations in any order), 

– for Boolean search 
– the ANDing operations need only AND foci across 

different facets (because choice of  a focus within a 
facet implicitly and automatically ANDs that choice 
with NOT of  all the other foci within a facet), 

– OR operations across facets is semantically sound 
(for example, “men OR old” identifies a subset of  
people), 

– OR operations within a facet is semantically sound 
(for example, “young OR old” identifies a subset of  
people), 

– in fact, all the Boolean operations are sound, pro-
vided that the mutual exclusivity of  foci within a 
facet is respected. 

 
There are formal accounts of  faceted classification, using 
set theory, formal concept analysis, lightweight ontolo-
gies, and (mathematical) category theory, etc. (Priss 2000; 
Giunchiglia et al. 2007; Wei et al. 2013; Harris 2016). All 
of  these use one-place properties or attributes, exclusive 
foci and orthogonal facets, i.e., they all model ersatz fac-
eting. 

From a logical point of  view, ersatz faceting ANDs 
the conditions or attributes. It uses what Ranganathan 
(1960) called simple “superimposed” classes (or topics). 
Other labels for the compound concepts might be “inter-
sective” types (because the compounds generate set inter-
sections) or “conjunctive” types (because the logic uses 
AND to form the compounds). 
 
2.0  An example: classifying the goods and services 

of  the online retailer Amazon 
 
2.1. Goods 
 
Amazon acquires, organizes, stores, advertises, eases ac-
cess to, and sells many things. How might this be done? 
How might the user be helped in finding, say, MacBook 
Airs? One obvious possibility is to use ersatz faceting, 
faceted search, Boolean search, free search, natural lan-
guage search, and thesaurus support. There could be a 
single facet of, perhaps, all of  Amazon’s goods with a 
standard hierarchy of  those, coming down to electronic 
goods, coming down to computers, laptop computers, 
etc. to MacBook Airs. Then a second facet might be price 
with a hierarchy coming down to expensive. So, the Mac-
Book Air type would itself  carry the single classification 
tag of  λx.(Laptop(x)&Expensive(x)). Maybe something 
more elaborate would be better, in terms of  more facets. 
There might be an audience facet, a functional purpose 

facet, a gift occasion facet, and so on. But, all the while, 
the Air type effectively would carry a single tag. 

Search could be directly via a search box, or via facets, 
which would provide filtering. There would need to be 
thesaurus support (because, for example, some users 
might describe “laptops” as being “portables”). A user 
could also speak to Alexa to get natural language help. 

In sum, ersatz faceting seems adequate for websites, 
and similar, which give the user selection by progressive 
filtering via orthogonal properties (c.f., for example, En-
deca, Flamenco, and Apache Solr (Hearst 2008; 
Zelevinsky et al. 2008; Tunkelang 2009; Smiley and Pugh 
2011; Wei et al. 2013). 
 
2.2. Services 
 
There is a problem, though. Amazon does not sell just 
goods; it also sells services. Users of  the web may not re-
alize this, but a large number of  websites are run, in 
whole or part, by Amazon, e.g., AirBNB, Netflix, Zillow 
(Amazon 2017). A large company like AirBNB, say, might 
not feel the need to actually own computers, web servers, 
disk drives, etc., so they instead go to Amazon looking 
for devices “aaS” (“as a Service”). So, they might buy a 
computer as a service. 

At this point, we need to sit up and pay attention. A 
computer as a service is not a computer (and it will not 
have a physical location or a barcode). Ersatz faceting is 
not going to work. A search cannot start with Amazon’s 
physical goods and filter down to an item which is not a 
physical good. With ersatz faceting, any predicate or con-
ceptual component in the faceted scheme can, potentially 
at least, apply to any of  the items being classified. But 
this no longer holds. Take, for example, the concept 
“available for pickup in your zip code” which applies to 
goods but not to services. 

Effectively there is a sorted domain, a domain of  
goods, a domain of  services, and maybe other domains 
(Blasius et al. 1989; Sowa 2000a, b). How many sorts 
might there be in the domain? This is hard to say and 
hard to find out. One approach would be to take a gen-
eral ontology, say PROTON (PROTo ONtology), or one 
of  the other general ontologies (Khoo and Na 2006; 
Mascardi et al. 2007), and let that tell us. PROTON is a 
lightweight upper-level ontology, serving as a modeling 
basis for a number of  tasks in different domains (see, 
http://ontotext.com/products/proton/). PROTON has 
about 300 classes, and about 25 higher level sorts—we 
might expect that Amazon’s domain would have a rich 
partition into sorts. Of  course, Amazon will not sell even 
most of  the kinds of  things that these ontologies invoke, 
but it might sell many. 
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There could be separate faceted schemes for the sepa-
rate domains. But it would be challenging to produce one 
single scheme for all. The question to be asked is “do we 
want the different sorts to be in the same facet, or in dif-
ferent facets?” Putting them in the same facet is superfi-
cially attractive in that the exclusivity leads to the choice 
of  one sort when classifying, but it is awkward in combi-
nation with other facets. For example, a person from the 
sort facet might combine with the focus “unmarried” but 
can an Amazon service from the sort facet be “unmar-
ried?” Sorts arise in the first place, because the sorts are 
not the “same.” So, why would they combine with the 
same foci from the same other facets? Putting them in 
different facets is also problematic, because the orthogo-
nality requires that they combine freely with each other, 
but sorts, so-to-speak, are intrinsically different. 

Also, roughly speaking, ontologies tell you primarily 
what “kinds” of  things there are, “kinds” here meaning 
“kinds essentially,” but faceted classification and search is 
equally interested in “kinds accidentally.” For example, be-
ing a computer might be an essential kind of  an item, 
whereas being large or small or expensive or inexpensive 
would be accidental features that the computer might have. 
But higher level ontologies would not tell us about these. 

In sum, prospects do not look brilliant for a single 
faceted classification of  “all” the goods, services, etc. that 
Amazon sells. The core problem is with getting the facets 
to be orthogonal and the foci within the individual facets 
to be exclusive and exhaustive. There could be miniature 
localized faceted sub-classifications within a wider sche-
ma. But, these would be piecemeal and eclectic, and there 
might be much reduplication (e.g., “distributed relatives”). 
If  one key in the key-value collection is for sort, then es-
sentially there are separate faceted classifications for each 
sort and not one classification for all. 
 
2.3. Books 
 
Amazon, as is well known, also sells books. What is differ-
ent about books is that they can be classified by topic or 
subject, i.e., given subject classification. Amazon books will 
carry a number of  metadata fields, e.g., publisher, price, etc. 
and those metadata fields might be conceived of  by some 
as being “facets” (they certainly are key-value pairs). But, 
the “values” of  the subject field itself  might themselves be 
faceted thus forming distal facetings (Clarkson et al. 2009). 
Some standard subject headings systems have many entries. 
For example, the Library of  Congress Subject Headings 
(LCSH) has over 300,000 headings. It would be preferable 
not to have 300,000 foci as separate entries on their own. It 
would be better to construct them as compounds out of  
other facets with a small number of  atomic foci, and, in-
deed, there have been such attempts. There is also the se-

mantic annotation of  documents by computer scientists, 
which is similar to the librarian subject classification 
(Deyab et al. 2016). 

The first move here with subject headings, or topics, or 
semantic annotations, is to use the “referential semantics” 
of  subject languages (Svenonius 2000, 130). The concepts, 
e.g., old male, are not now being used to classify people, ra-
ther the concepts are tags to identify topics. So, old males 
might be a topic of  a book. And books can have multiple 
topics, so they might carry multiple tags. The multiple tags 
can be “inconsistent,” unlike the case with physical goods. 
For instance, a book can be on the topics “old men” and 
“young women.” In addition, perhaps a single tag should 
be able to be “inconsistent.” For example, the following 
possible tag seems perfectly good, but notice that it has in 
it a combination of  two foci from the same facet 
 

#young and old women. 
 
Then topics range wider than mere concepts as classify-
ing devices. Topics can be plain entities (e.g., named peo-
ple or places, like London), and topics can be statements, 
true or false, (e.g., “Brexit will have severe economic con-
sequences”). 

Topics typically concern “aspects.” Brian Vickery 
writes (1975, 9) 
 

Taxonomy is basically concerned with classifying 
“natural kinds”—of  organisms, of  soils, of  sub-
stances. Documentation has to classify what is writ-
ten about these objects, and must take into account 
not only the natural kinds but also their properties, 
behaviour, interactions, and operations on them. 

 
Explanations of  “aspects” can be found in Mills and 
Broughton (1977), Broughton (2004), Broughton et al. 
(2005) and Hjørland (2006). 

Topics, as aspects, are going to be compound con-
cepts, usually compound nouns. However, from a logical 
point of  view, they are typically going to involve more 
than conjunction in their construction. Consider 
 

the habitat of  rabbits. 
 
This is an “aspect” of  rabbits, but its logical form is not 
 
λx.(Habitat(x)&Rabbits(x)) /* ‘habitats which are also 
rabbits’ */. 

 
Rather, it needs to be expressed using a function 
 
λx.(x=habitatOf(rabbits)). 
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This is not now ersatz faceting—the collective habitats of  
rabbits is not a narrowing or filtering of  rabbits. 

Subjects are often more complex yet in form (Vickery 
2008, 147-8): 
 

For example: 
Ecological study of  the skin colour of  desert an-
imals  
Streptomycin therapy for osteomyelitis of  femur 
Effect of  humus on crumb formation in loamy 
sand 
Radiographic diagnosis of  bone cancer 
Grey wool ankle socks for hiking 
Damages for personal injury in English law 
Plating the spokes of  bicycle wheels 
Prevention of  mould spoilage of  parboiled rice 
in storage in silo 
Wind tunnel measurement of  Reynolds number 
for boundary layer transition in model aircraft 

 
Many of  these are not “aspects”—they are simply complex 
concepts which require a range of  features from logic. 
Such compound concepts can certainly be rendered in first 
order logic. But there is a question of  whether the con-
cepts’ components or atoms can be divided into facets, and 
there is the telling observation that conjunction or compo-
sition will be inadequate. In ersatz faceting, the foci are 
conjoined and it is this that allows the user to filter, narrow, 
and refine by, for example, going from men to young men. 
But consider a simple compound concept like “sons of  
queens.” This is not constructed by plain conjunction. As-
sume it could be made somehow from a facet for royalty 
and a separate facet for “relations of.” A search for books 
on the focus topic of  queens would produce a subset of  
books, but then adding, a relation focus of  “son of ” to 
that topic, and result set likely would not filter on the initial 
results. Simply put, documents on sons of  queens is not a 
subset of  documents on queens. 

To sum up, examples such as Amazon teach us that 
simple faceting is not going to work in advanced cases. 
 
3.0  Subject classification, facet analysis and the 

construction of  faceted classifications 
 
Facet analysis is the process of  producing a faceted classi-
fication for a discipline or area of  study. The initial theory 
(or theories) for facet analysis, comes from Ranganathan 
and the United Kingdom Classification Research Group 
(CRG) (Ranganathan [1937] 1967; Classification Research 
Group 1955; Gopinath 1992; Spiteri 1998; Broughton 
2004). Some problems these originators studied can be set 
aside. For example, to produce an overall linearization of  
the subjects to shelve books, they looked at the order of  

the facets in a compound concept, so-called “citation or-
der,” and the order of  foci within the facets, known as “fil-
ing order.” But shelving books is no longer central. There 
are a number of  relatively modern accounts of  facet analy-
sis discussed by, for example, Soergel (1974), Mills and 
Broughton (1977), Buchanan (1979), Kwasnik (1992, 
1999), Aitchison et al. (2000), Prieto-Díaz (2003), Brough-
ton (2004), La Barre (2004), Mills (2004), Gnoli (2008), 
Vickery (2008) and Hjørland (2012). Computer scientists 
have also been very active in this area (Wei et al. 2013). 

Let us provide a quick and incomplete description of  
facet analysis. It usually works with written or spoken 
pieces of  language, not concepts. It addresses terms, i.e., 
nouns, nominative phrases, etc. Selective domain analysis is 
done on titles, contents, and communities, because the 
classification is domain dependent. The terms are clus-
tered. Prominent clusters become facets. Exemplars from 
the facets are chosen as foci. Then, faceted classification is 
done using these. For example, according to Vickery (2008, 
156), the topic 
 

the fortification with vitamins of  infant foods made 
from cereal flour 

 
might be classified 
 

Technology: food 
Product: cereal 
Product for: infant 
Product form: flour 
Product processing: fortification by vitamin. 

 
Then a hierarchy or structure can be imposed on the fac-
ets and thesaurus support added to allow for differences 
in vocabulary. 

More generally, a relatively complete list of  CRG gen-
eral facet categories (i.e., proto-facets), which would be 
shaped to meet the requirements of  the individual disci-
plines, is 
 

Thing 
Kind 
Part (organ, constituent) 
Property 
Material 
Process (an action internal to the item) 
Operation (an action performed on the item) 
Patient (object of  action, raw material) 
Product (substance) 
By-product 
Agent 
Space 
Time. 
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As mentioned earlier, computer scientists would typically 
compose the foci by simple conjunction. For example, 
see the term composition algebra of  Tzitzikas et al. 
(2004). This leads to ersatz faceting. But notice that a typ-
ical library science facet analysis would permit non-
conjunctive types. For example, it might combine the 
kind “human” with the process “growth” to arrive at the 
topic “human growth”—the kinds come from predicates 
and the processes from functions. 

Researchers in librarianship (Farradane 1950, 1963; 
Moss 1964; Gardin 1965; Perreault 1965; Gardin 1969; 
Perreault 1969; Gardin 1973; Austin 1984) have been very 
sophisticated in what they have devised. They have facet-
ed down to foci but allow simple relations, which can be 
functions, between foci. So that, for example, “explo-
sions” might be one focus, “injuries” another, and 
“…causing…” a relation between certain kinds of  foci, 
and these components could be put together to form the 
subject tag “explosions causing injuries.” 

There is a richness here that is not present in ersatz 
faceting. There are functions, relations and basically the 
full range of  logical connectives, but this comes at a price 
as far as faceting is concerned. As an illustration, the rela-
tions themselves between foci need organizing. Here are 
some relations: 
 

… causing … 
… correlating with … 
… preventing … 
… giving … 
… donating … 
… loving … 

 
or, more generally, for example, constructions expressed 
by transitive verbs or comparative adjectives. How are 
these to be organized or faceted? It is an open question. 

Where this research also is a little lacking, if  it may be 
phrased that way, is that by happenstance it largely pre-
dates powerful computers, the Internet, and faceted 
search. It seeks to build pre-coordinated controlled sub-
ject headings by synthesis from faceted components. 
There might be, or mighty have been, post-coordinated 
faceted systems lurking in the background, perhaps in-
spired by Mortimer Taube’s uniterm work (Taube 1951, 
69), but the actual subject headings as final products were 
pre-coordinated. But, now, in 2017, the user may be more 
inclined to employ faceted search as an interactive, se-
quential, and filtering operation which is post-
coordinated. The input is focus by focus, usually one at a 
time, and the computer has to make sense of  it. Right 
now, the sophisticated faceted classification of  librarians 
and the faceted search of  computer scientists do not 
match very well with each other. 

4.0 A positive suggestion 
 
Here is a positive suggestion. The main problem with sim-
ple faceting is that it uses conjunction (AND) as its main 
constructor for combining facets and foci, but there is a 
better and more powerful way. It is that of  using functions 
as the atomic components, and function applications and 
function composition as the constructors. This is what 
would be done in formal linguistics (Jacobson 2014). It is 
what would be done in a Fregean approach to concept 
analysis (Geach and Black 1980; Tichý 1988). And it is 
what would be done in functional programming in com-
puter science such as that of  Haskell.org (https://www. 
haskell.org/). Haskell has a type system and mechanisms 
for combining functions and types. A propos this positive 
suggestion, one should acknowledge that the making of  a 
suggestion and carrying it through are only distantly relat-
ed. 
 
5.0 Conclusion 
 
Computer scientists enamoured with faceted search do not 
pay enough attention to the work of  librarians. In particu-
lar, they tend to restrict themselves to ersatz faceting (i.e., 
Ranganathan’s superimposed classes), and this is not 
enough in the general case. Librarians designing faceted 
subject heading languages do not pay enough attention to 
faceted search. In particular, little attention is paid to how 
such searches might be interactive and illuminating, yet 
likely without having the property of  filtering. A good ex-
ample of  close-to-being-faceted subject headings are the 
medical subject headings of  MeSH(www.nlm.nih.gov/ 
mesh/). MeSH is wonderful, one of  the best subject head-
ing languages and systems, but its support for search is ba-
roque (Lowe 1994). The logical structure of  annotating 
topics is relatively involved. There are increasingly impres-
sive natural language parsers that can determine linguistic 
and logical structure. Librarians, working with computers 
as assistants have an opportunity here. The research needs 
to explore functions, relations, and more advanced logical 
structures. The result may be improved subject heading 
languages (but ones that might not be faceted in their en-
tirety). Synthesis should be possible, but faceting is a more 
demanding target. 
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