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Abstract: Knowledge organization (KO) as an activity is, among other meanings, a process for conceptual 
modeling of  knowledge domains that produces a consensual abstraction model of  this domain with a particular 
purpose. It adopts a myriad of  techniques to analyze and build efficient knowledge organization systems, and 
one of  these techniques is called sentiment analysis (SA) or opinion mining, which is emerging as promising and 
useful in a variety of  ways. It is based in NLP and AI algorithms, and aims at identifying opinions and emotions 
toward any person, organization or subject; evaluating them as positive or negative, in both binary and graded 
fashions. This study sought to show various aspects of  the implementation of  SA for knowledge organization 
tasks as registered in the scientific literature. We began with exploratory bibliographic research and built a cor-
pus of  91 scientific papers, written in English, selected in the LISA Database, between 2000 to 2016. We ana-
lyzed these papers and extracted title, year of  publication, author(s) and institution(s), title of  the journal where 
they were published, keywords, the LISA classification code, methods/techniques adopted and its application 
areas. Our main findings are that theoretical papers still prevail, which may indicate a field in the early stages. We found many institutions 
and authors from Asia, which points to a new shift in world expertise. We concluded that SA is still a novelty in the KO field, being slowly 
adopted as an aid to the main tasks, as document classification. 
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1.0 Introduction 
 

Sentiment analysis (SA) is a technique used to identify the 
attitude or “sentiment” of  subjects toward a company, a 
person, a product or any other kind of  information entity. 
Commonly, SA applies techniques derived from natural 
language processing, text analysis and computational lin-
guistics to extract subjective information and apply a grad-
ing scale or binary classification. SA has been widely used 
for a variety of  tasks, including marketing and consumer 
research, political analysis and social media strategies. 

We could perhaps postulate that SA constitutes a 
(somewhat) new domain, in the sense defined by Smiraglia 
(2012, 114): “A domain is best understood as a unit of  
analysis for the construction of  a KOS. That is, a domain 
is a group with an ontological base that reveals an underly-
ing teleology, a set of  common hypotheses, epistemologi-
cal consensus on methodological approaches, and social 
semantics.” Based on our assumption that knowledge or-
ganization (KO) and SA are closely related, we have con-
ducted exploratory research, aiming at investigating the po-
tential of  the set of  techniques collectively named as sen-
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timent analysis when applied to the KO area. In order to 
have a glimpse of  the current knowledge on the topic, we 
have searched the Knowledge Organization Literature da-
tabase (http://www.isko.org/lit.html) by the terms “senti-
ment” or “opinion,” and this attempt yielded 29 papers, 
both articles in journals and proceedings. The topics 
ranged from “math KO theory” (Zhao and Yuan 2011); 
“automatic or semi-automatic indexing methods” (Li et al 
2011; Hu and Li 2011; Na et al 2011; Sarvabhotla et al 
2011; Fan 1997); “automatic online indexing” (Xia et al 
2011); “automatic classification” (Na et al 2004); “psychol-
ogy” (Chang 2012); “word/sentence meaning” (Hu and Li 
2012); “NLP problems/methods” (Zhang et al 2009; Hu 
and Li 2011; Hung et al 2012; Morsy and Rafea 2012); 
“online access/queries” (Kang et al 2012; Na et al 2005, 
King et al 2009); “search engines” (Sleem-Amer et al 2012; 
Ku et al 2009; Belacel et al 2010; Kang et al 2013); “online 
systems evaluation” (Na and Thet 2009); “terminological 
work” (Sarvabhotla et al 2011); “multilingual IR” (Boiy et 
al 2009); “various NBM indexing” (Song 2014); “facet 
analysis” (Vechtomova 2010) and “science methodology” 
(Kiduk 2015). We also found two papers presenting litera-
ture reviews on the topic (Xia et al 2011; Hongwei et al 
2010) that captured a spike on this publications after 2011, 
but the latter is more specific and both are outdated with 
regard to our work. No papers were published in Knowledge 
Organization. Having concluded that the topic is present in 
the KO domain, we then decided to query the LISA data-
base to update the state of  art and enlarge the current lit-
erature review, helping to make SA more explicit and famil-
iar to the KO researchers and practitioners. 
 
2.0 Materials and methods 
 
We have searched the international literature for works that 
claim to adopt these SA encompassing techniques, shed-
ding light in theoretical or practical experiences that seek to 
solve KO-related problems. Therefore, the study presented 
here adopted as a methodological approach a literature re-
view, retrieving documents from the Library and Informa-
tion Science Abstracts (LISA) database, an international 
abstracting and indexing tool designed for information 
specialists, library professionals and researchers. We de-
cided, as our search strategy, to disregard the KO literature 
review previously described, as we do not know which cri-
teria were used to establish the set of  documents and also 
because we could compare the number of  documents that 
would be found at the same time in both databases. We did 
not invest in other databases at this stage, but we plan to 
broaden this scope in the future. 

We started over with a new search using the term “sen-
timent analysis,” restricting the results to papers written in 
English and published in academic peer-reviewed journals 

in the period between 2000 and June of  2016. One alterna-
tive to widen the coverage would be to explore the key-
words derived from the retrieved articles, as they could 
serve as semantic connections among the analyzed do-
mains. For now, we consider the results as sufficient. Re-
fusing articles in proceedings was intentional and aimed at 
observing the research that was more mature and got to be 
published in academic journals. The search retrieved 141 
references and, after eliminating repeated and irrelevant 
items, and also those with no free access to the full text 
from within our institutions, we selected 91 articles that 
constituted the final research corpus. From these, only 4 
were also found in the KO literature. Each article was 
thoroughly examined by observing the following items: the 
title of  the paper, year of  publication, author(s) and institu-
tion(s), title of  the journal, the keywords and the LISA 
classification code assigned. When keywords were not pre-
sent, we have taken those assigned by the LISA platform, 
with consequent loss of  specificity. After analyzing the 
subject and the content of  the documents, we have ex-
tracted the methods/techniques adopted in the research 
and its application areas. We have then built a controlled 
vocabulary as shown in Table 1. 

These application areas were chosen to be generic in 
spite of  losing a bit of  specificity. Nevertheless, they repre-
sent the richness of  the domains in which sentiment analy-
sis is being applied. In the next sections, we present some 
visualizations of  the data gathered along with interpreta-
tions and comments. We also made some cross-
comparisons, highlighting the main characteristics of  cut-
ting-edge SA research related to KO. 
 
3.0 Results 
 
In this section, we are going to present the main results of  
the research divided in topics. The first is the diachronic 
analysis in which we present the evolution of  the number 
of  papers by year in the scope of  the research. Then fol-
lows an analysis of  institutions, countries, authors and 
journals to characterize the extrinsic aspects of  the papers 
dealing with the subject of  sentiment analysis. We finally 
analyze the LISA classification code assigned to the papers, 
the keywords, the application areas and the meth-
ods/techniques to illustrate the intrinsic aspects of  the pa-
pers. 
 
3.1 Diachronic analysis 
 
The identification of  the papers’ publishing chronology 
demonstrates the evolution of  the research in the KO 
domain. Our search was limited to papers that were pub-
lished and indexed after 2000, but the first few papers we 
see were published from 2007 on (less than ten years 
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ago). It may indicate the degree of  novelty of  the topic 
among other KO subjects. We can clearly see that there 
was an increase in publications from 2007 to 2013, and, 
after 2014, the trend seemed to fade a little bit. We have 
observed an unexpected low number of  publications in 
2015. This effect could have been caused by a lag in the 
indexing process. Nevertheless, in spite of  having taken 
into account only half  of  the 2016 publications, the 
numbers increase again. We may assume they probably 
won’t surpass 2014 totals if  the trend continues, as we 
can see in Figure 1. 

The numbers show that SA and KO have been sharing 
a great many publications as we will confirm when exam-
ining the subjects. 
 
3.2 Institutions 
 
The institutions where the authors work is an important 
factor to take into account, and it can serve as a proxy on 
priority research areas and whether an institution recog-
nizes a particular field. It is believed that the more an in-
stitution publishes on a particular subject, with papers 
targeting high impact factor journals, the greater its pres-
tige in the scientific community. There were 125 institu-
tions when counting all occurrences from all the authors, 

but if  we take only the first authors of  each paper, we 
have 68 distinct institutions. Table 2 shows the 10 institu-
tions that have more than two articles published, com-
prising less than 15% of  the total. The most productive 
are Nanyang Technological University (8 papers), the 
University of  Wolverhampton (6 papers) and the Univer-
sity of  Jaen (4 papers), respectively located in Singapore, 
the United Kingdom and Spain. 
 
3.3 Countries 
 
The relationship between the number of  articles and in-
stitutional affiliation of  the authors is an interesting fact 
that shows the degree of  dispersion of  research on a par-
ticular topic. As can be seen in Table 2 and also in Table 
3, scientific production in Singapore (11) and the United 
Kingdom (8) is focused in a small number of  institutions 
among which are those mentioned in the previous sec-
tion, indicating a high concentration of  research in sen-
timent analysis in these countries. Alternatively, there is 
China, where albeit we can see a significant number of  
papers (14), these are dispersed among 13 different insti-
tutions. The panorama seen in China resembles the USA 
that, in turn, presents 10 papers published by 9 institu-
tions. We can also verify relative dispersion in Spain (11 

Application area Description 

Non Applied 
(Theoretical) 

Theoretical aspects of  the field: experiments with news techniques or variations of  known techniques.  
The papers may describe a small application, but only for the sake of  demonstrating the technique. 

Social Media Social media environments such as Twitter, blogs, YouTube communities, etc. 

Reviews Analysis Corpora of  users’ reviews targeting a service, institution or product. 

Lexicon Building Construction of  dictionaries or other lexical resources for sentiment analysis. 

Consumer Opinion Analysis of  the opinion/polarity targeting a service, institution, or product. 

Language Specific Language specific aspects of  sentiment analysis 

Political Analysis Sentiment analysis applied to political analysis 

Document Classification Sentiment analysis applied to document classification 

E-commerce E-commerce strategies using sentiment analysis to characterize consumers 

E-learning Sentiment analysis as a strategy to evaluate users on digital learning environments 

Gender Identity Sentiment analysis as an aid to classify gender 

Stock Market Stock market and financial markets predictions based on sentiment analysis 

Business Strategies Sentiment analysis as an aid for business strategic modelling. 

Citation Analysis Application of  sentiment analysis on the vicinity of  citations on texts to identify the polarity towards  
the cited authors 

Stylistic Analysis Sentiment analysis as a component of  stylistic analysis 

Table 1. Description of  the application areas. 
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papers produced by 7 institutions); Italy (4 papers in 4 in-
stitutions); Korea (3 papers in 3 institutions); and Ger-
many (3 papers in 3 institutions). These latter countries 
also show a scatter chart, but with a much lower produc-
tion than the other countries. The observed dispersion 

may indicate that the subject of  technical application of  
SA in knowledge organization is in process of  consolida-
tion. Table 3 also registers Taiwan with 6 papers pub-
lished by 4 institutions. 
 

 

Figure 1. Years of  publication. 

Institution Number of  papers Country 

Nanyang Technological University 8 Singapore 

University of  Wolverhampton 6 United Kingdom 

University of  Jaén 4 Spain 

National University of  Singapore 3 Singapore 

National Taiwan University 2 Taiwan 

Isfahan University of  Technology 2 Iran 

University of  Seville 2 Spain 

University of  Kentucky 2 USA 

Chung Yuan Christian University 2 Taiwan 

Xi’an Jiaotong University 2 China 

Table 2. Number of  papers per institution. 
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Countries Number of  papers Institutions 

China 14 13 

Spain 11 7 

Singapore 11 2 

USA 10 9 

United Kingdom 8 3 

Taiwan 6 4 

Italy 4 4 

Korea 3 3 

Germany 3 3 

Table 3. Number of  papers and institution by countries. 

 
3.4 Authors 
 
The authors are responsible for the scientific communica-
tion of  an area, and its reputation reveals who are the 
agents that act in a scientific knowledge network. More-
over, the identification of  those who publish more can be 
a strong indicator of  leadership in the area. It is exactly 
what Table 4 highlights when it presents the 7 most pro-
ductive authors who appear as first authors in articles, 
ranging from 4 to 7 papers by author. It also emphasizes 
that the 7 authors from Table 4 represent circa 8% of  the 
first authors in the articles, which indicates a very concen-
trated scientific productivity in a small number of  large 
producers. Meadows (1974) already found this phenome-
non in scientific productivity, reporting that there are few 
researchers who concentrate a prominent quantitative pro-
duction and there are many smaller producers. The ranking 
leadership belongs to Erik Cambria, currently assistant 
professor at Nanyang Technological University (NTU) at 
the School of  Computer Science and Engineering (Singa-
pore), which ranks in first place with the largest number of  
papers (7), followed by Jin-Cheon Na (also from Singa-
pore) and Mike Thelwall, both with 6 publications each; 
Tun Thura Thet with 5 papers and the other 3 authors 
with 4 papers each. 
 
3.5 Journals 
 
The scientific paper is the means by which experts dis-
close the results of  research. In the process of  scientific 
communication, content is validated by peers and then 
published in the leading scientific communication chan-
nel, the academic journals. This procedure aims at con-
ferring legitimacy to the scientific knowledge produced 
within the researchers’ communities. Given its impor-

tance, Table 5 shows the 10 journals with 2 or more pub-
lished articles on SA. Among them, Knowledge-Based Sys-
tems is the one showing the highest number of  articles 
(18). It is also observed in the number of  journals that 5 
of  them are genuinely from the field of  information sci-
ence, namely: Journal of  the American Society for Information 
Science and Technology, Information Processing & Management, 
Journal of  Information Science, Online Information Review and 
the Journal of  the Association for Information Science and Tech-
nology. Among these, 3 have significant records of  pro-
duction, proving the importance of  SA techniques in the 
field of  knowledge organization. They are: Journal of  the 
American Society for Information Science and Technology with 12 
articles; Information Processing & Management with 10 arti-
cles; and Journal of  Information Science with 9 articles. 

 
Author Number of  

papers 
Country 

Cambria, Erik 7 Singapore 

Na, Jin-Cheon 6 Singapore 

Thelwall, Mike 6 United Kingdom 

Thet, Tun Thura 5 Singapore 

Schuller, Björn 4 Germany 

Buckley, Kevan 4 United Kingdom 

Khoo, Christopher  
Soo-Guan 

4 Singapore 

Table 4. Number of  papers per author. 

Journal Number of  papers

Knowledge-Based Systems 18 

IEEE Intelligent Systems 15 

Journal of  the American Society for Informa-
tion Science and Technology 

12 

Information Processing & Management 10 

Journal of  Information Science 9 

Online Information Review 4 

Internet Research 3 

First Monday 3 

International Journal on Semantic Web and 
Information Systems 2 

Journal of  the Association for Information 
Science and Technology 2 

Table 5. Number of  papers per journal. 
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3.6 LISA classification code 
 
Broughton (2004) states that “classification is a funda-
mental tool in the process of  organizing a collection and 
the complementary process of  searching for and retriev-
ing information.” The LISA database has its own classifi-
cation code, but those assigned to the papers in the con-
text of  SA were not much of  help in identifying the 
specificities of  the subject of  papers. Being a generic 
classification, it fails in discriminating among the papers’ 
subjects; we can perceive that almost 74% of  the papers 
were classified as “automatic text analysis, automatic in-
dexing, machine translation,” which barely represents the 
actual topics being presented. Table 6 illustrates the high 
concentration among the classes. 
 

Lisa Classification Code Number of   
papers 

13.13 Automatic Text Analysis, Auto-
matic Indexing, Machine Translation 

67 

14.11 Communications and Information 
Technology—Networks 6 

13.14 Information Storage and Re-
trieval-Searching 5 

10.0 Information Communication 4 

14.19 Computer Applications 3 

Table 6. Number of  papers by LISA classification code. 

 
It is curious to see the apparent lack of  distinguishing in 
class 14.11 (Communications and Information Technol-
ogy—Networks) and class 10.0 (Information Communi-
cation), and also the emptiness of  class 14.19 (Computer 
Applications) when compared with class 13.13 (Auto-
matic Text Analysis, Automatic Indexing, Machine Trans-
lation) that, surprisingly, belongs to another main class. It 
is inherent in the classification schemas to lag behind the 
knowledge domain they represent, but, nevertheless, they 
may face the need to adapt to new subjects rapidly. We 
could not get information on the process of  updating the 
classification codes or how often new terms are included 
and revised. 
 
3.7 Keywords 
 
The analysis of  the keywords, however, is very informa-
tive and seems to capture the main trends in the domain 
as we can see in Table 7. Besides presenting some syn-
onymies to the main topic in the most frequent words—
“opinion mining,” “sentiment classification,” “attitudes,” 
“emotions” and even “aspect detection,”—it is curious to 

verify that the term we have used in the search task, “sen-
timent analysis,” was not present among the keywords 
appearing more than twice. The other group of  frequent 
keywords show how connected the field is with computer 
science tasks and topics. Words like “machine learning,” 
“data mining,” “natural language processing,” “automatic 
text analysis,” “text mining,” “automatic classification,” 
“sentic computing” and “algorithm” are very common 
within the frequent keywords. 

 
Keyword Number of  papers 

opinion mining 13 

data mining 13 

natural language processing 13 

automatic text analysis 11 

social network 10 

emotions 9 

sentiment classification 6 

machine learning 6 

methods 5 

twitter 5 

social media 5 

text mining 4 

blogs 4 

automatic classification 4 

attitudes 3 

semantics 3 

context 3 

sentic computing 3 

feature selection 3 

product reviews 3 

self-training 3 

algorithm 3 

content analysis 3 

e-commerce 3 

reviews 3 

aspect detection 3 

classification 3 

Table 7. Number of  papers by keyword assigned. 
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We can also identify a group of  frequent keywords re-
lated both to the contexts of  application (i.e., “social 
network,” “twitter,” “blogs,” “e-commerce,” “reviews”) 
and specific techniques such as “content analysis” and 
“classification.” Among the frequent keywords, we also 
find some generic terms, like “methods” and “context,” 
which hardly convey any meaning at all for classification 

purposes. Figure 2 illustrates both the frequent keywords 
and also some other not-so-common keywords. 
 
3.8 Application areas 
 
Table 8 illustrates the application areas related both to the 
number of  papers and the institutions. We can see that 

 

Figure 2. Keywords tag cloud. 

Application Area Number of  papers Institutions

Non Applied (Theoretical) 25 18 

Social Media 13 13 

Reviews Analysis 11 8 

Lexicon Building 8 7 

Consumer Opinion 7 7 

Political Analysis 6 6 

Language Specific 6 5 

Document Classification 4 4 

E-commerce 2 2 

E-learning 2 2 

Stock Market 2 2 

Gender Identity 2 1 

Business Strategies 1 1 

Citation Analysis 1 1 

Stylistic Analysis 1 1 

Table 8. Number of  papers and institutions by application area. 
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circa 27% of  the papers are purely theoretical and do not 
present real world applications. When they do, they are 
using artificial corpora just for the sake of  demonstrating 
the algorithms and techniques presented. We also noted 
that circa 14% of  the papers deal with experiments in so-
cial networks and social media, which is very coherent 
with the natural application envinronment of  these tech-
niques. 

Regarding the institutions, we can see that the topics 
are scattered among them with no concentration of  top-
ics in a few places. We have chosen 4 specific topics by 
their importance to the field of  knowledge organization 
to take a closer look. 

Beginning with “Document Classification” in Table 9, 
we can observe 4 papers in 4 different institutions and 
countries, which may show the relatively low correlation 
of  the topic with sentiment analysis. The same cannot be 

said with respect to “Social Media,” which, as shown be-
fore, is scattered among 14 institutions and concentrates 
circa 14% of  the papers. As can be seen in Table 10, this 
topic presents Spain and Korea as the most prominent 
countries. 

The area of  “Political Analysis” is also scattered 
through institutions and countries, showing no leadership 
from either point of  view, as can be seen in Table 11. It is 
curious, though, to see Turkey and Israel as players in this 
field, which may denote the fact that the recent turmoil in 
both countries may have been fostering innovative ways 
of  dealing with politics. 

Lastly, we present the major area of  application (Table 
12) with countries and also number of  papers in the only 
area which is not as scattered as the previous ones. With 
more than one fourth of  the papers, it encompasses a sur-
prisingly low number of  distinct countries (only 9), being 

Application Area Institution Country 

National Institute of  Information 
and Communications Technology Japan 

University of  California USA 

University of  Sfax Tunísia 

Document  
Classification 

University of  Waterloo Canada 

Table 9. Institutions by application area: Document Classification. 

Application Area Institution Country 

Chonbuk National University Korea 

Harbin Institute of  Technology China 

Hof  University of  Applied Sciences Germany 

Korea University Korea 

The University of  Waikato New Zealand 

Universidad Politécnica de Madrid Spain 

Universidad Politécnica de Valencia Spain 

University of  Amsterdam Netherlands 

University of  Jaén Spain 

University of  Macedonia Macedonia 

University of  Regina Canada 

University of  Southern Indiana USA 

Social Media 

University of  Wolverhampton United Kingdom 

Table 10. Institutions by application area: Social Media. 
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China, Spain, Italy and Singapore the leaders in the theo-
retical studies. 

Again, this corroborates the fact the subject is being de-
veloped away from the main players of  the Ivy League and 
European equivalents, which motivates all sort of  interpre-
tations. 

3.9 Methods 
 
We have identified a great number of  techniques applied 
on the SA tasks. Most of  them are derived from the ma-
chine learning and natural language processing domains. 
We have tried to classify the papers with regard to those 

Application Area Institution Country 

Hacettepe Universitesi Turkey 

Nanyang Technological University Singapore 

National Institute of  Informatics Japan 

San Diego State University USA 

University of  Haifa Israel 

Political Analysis 

University of  Torino Italy 

Table 11. Institutions by application area: Political Analysis. 

Application Area Institution Country Papers 

National University of  Singapore Singapore 3 

University of  Wolverhampton United Kingdom 3 

Nanyang Technological University Singapore 2 

University of  Kentucky USA 2 

University of  Seville Spain 2 

Fondazione Bruno Kessler Italy 1 

Institute of  Computing Technology China 1 

La Trobe University Australia 1 

Nanjing University of  Science and Technology China 1 

National Cheng Kung University Taiwan 1 

Open University United Kingdom 1 

Shanxi University China 1 

Sun Yat-sen University China 1 

UNED Spain 1 

Universiti Teknologi Malaysia Malaysia 1 

University of  Jaén Spain 1 

Universitá degli Studi di Salerno Italy 1 

Non Applied (Theoretical) 

Xi’an Jiaotong University China 1 

Table 12. Institutions by application area: Non Applied (Theoretical). 
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techniques, but the difference in the specificity of  the de-
scription made the effort dubious. We have, otherwise, 
extracted the techniques and proposed a taxonomy, using 
Brownlee (2013), Azure Machine Learning Team (2015) 
and Scikit-learn Developers (2016) as a basis. The com-
plete taxonomy is presented as an appendix, and the 
terms that were found in our literature are underlined. 
 
4.0 Conclusion 
 
After presenting the data we have drawn from the papers, 
some conclusions could be made. Perhaps the most im-
portant is that SA is still a novelty in the knowledge or-
ganization field, being slowly adopted as an aid to the 
tasks such as document classification. We can envision in-
formation retrieval systems in the future taking into ac-
count user’s emotional perspectives as something to be 
valued when retrieving documents. It is still to be seen 
whether the trend will continue the coming years, given 
the drop in production in recent years. 

Regarding the data per se, we can highlight the theoreti-
cal papers still being the norm, which may indicate a field 
in its early stages. There are many institutions and authors 
from Asia (36% of  papers), which points to a new axis in 
world expertise, on which Nanyang Technological Univer-
sity and National University of  Singapore are the most 
productive. However, no institution emerges as a hub in 
the field, given the dispersion of  topics among them. 

We believe there are some biases in the information 
presented, as our corpus was created from searches on 
LISA only. An idea for future work would be to extend 
the search to other databases and to try the search and re-
trieval of  papers in areas beyond information science, to 
verify the occurrence of  the topic in correlated areas, 
such as computer science and management sciences. 
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Appendix 2: Machine Learning Tentative Taxonomy 
 
Learning Styles 

– Supervised learning 
– Classification 
– Regression 

– Iterative regression 
– Unsupervised learning 
– Semi-supervised learning 
– Reinforcement learning. 
– Transduction 
– Learning to learn 

 
Algorithm Types 

– Linear Classifiers 
– MultiClass Classifier 

– Regression 
– Logistic Regression 

– Perceptron 
– Support Vector Machine (SVM) 

– Boundary region cutting (BRC) 
– Quadratic Classifiers 
– Ordinary Least Squares Regression (OLSR) 

– Linear Regression 
– Logistic Regression 
– Stepwise Regression 
– Multivariate Adaptive Regression Splines 

(MARS) 
– Locally Estimated Scatterplot Smoothing 

(LOESS) 
– Instance-based 

– k-Nearest Neighbour (kNN) 
– Learning Vector Quantization (LVQ) 
– Self-Organizing Map (SOM) 
– Locally Weighted Learning (LWL) 

– Regularization 
– Ridge Regression 
– Least Absolute Shrinkage and Selection Opera-

tor (LASSO) 
– Elastic Net 
– Least-Angle Regression (LARS) 

– Decision Tree 
– Classification and Regression Tree (CART) 
– Iterative Dichotomiser 3 (ID3) 
– C4.5 and C5.0  

– J48 

– Chi-squared Automatic Interaction Detection 
(CHAID) 

– Decision Stump 
– M5 
– Conditional Decision Trees 

– Bayesian 
– Naive Bayes 

– Gaussian Naive Bayes 
– Multinomial Naive Bayes 

– Averaged One-Dependence Estimators (AODE) 
– Bayesian Belief  Network (BBN) 
– Bayesian Network (BN) 

– Clustering 
– k-Means 
– k-Medians 
– Expectation Maximisation (EM) 
– Fuzzy clustering 
– Hierarchical Clustering 
– Topic Modeling 

– Contextual sentiment topic model (CSTM) 
– Latent Dirichlet Allocation 

– AEP-based Latent Dirichlet Allocation (AEP-
LDA) model 

– Association Rule Learning 
– Apriori algorithm 
– Eclat algorithm 

– Artificial Neural Network 
– Perceptron 
– Back-Propagation 
– Hopfield Network 
– Radial Basis Function Network (RBFN) 
– Deep Learning 

– Deep Boltzmann Machine (DBM) 
– Deep Belief  Networks (DBN) 
– Convolutional Neural Network (CNN) 
– Stacked Auto-Encoders 

– Dimensionality Reduction 
– Principal Component Analysis (PCA) 
– Principal Component Regression (PCR) 
– Partial Least Squares Regression (PLSR) 
– Sammon Mapping 
– Multidimensional Scaling (MDS) 
– Projection Pursuit 
– Linear Discriminant Analysis (LDA) 
– Mixture Discriminant Analysis (MDA) 
– Quadratic Discriminant Analysis (QDA) 
– Flexible Discriminant Analysis (FDA) 
– t-distributed stochastic neighbor embedding (t-

SNE) 
– Ensemble Algorithms 

– Boosting 
– Bootstrapped Aggregation (Bagging) 
– AdaBoost 
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– LogitBoost 
– Stacked Generalization (Blending) 
– Gradient Boosting Machines (GBM) 
– Gradient Boosted Regression Trees (GBRT) 
– Random Forest 

– Preparation and Evaluation 
– Feature extraction 

– Bag-of-Words (BoW) 
– Term Frequency (TF) 
– Term Frequency/Inverse Document Fre-

quency (TF/IDF) 
– Bag-of-N-Gram (BoNG) 

– Feature selection 
– Cross-validation 
– Accuracy evaluation 
– Performance measures 

– Related Algorithms 
– Computational intelligence (evolutionary algo-

rithms, etc.) 
– Computer Vision (CV) 
– Graphical Models 
– Natural Language Processing (NLP) 

– Text Mining 
– Porter stemming 

 

Product Types 
– Recommender Systems 
– Social Media Optimization (SMO) 
– Sentiment Analysis 

– Crowd Explicit Sentiment Analysis (CESA) 
– Multimodal Sentiment Analysis 
– Concept-based opinion mining 
– Polarity Classification 
– Intensity Classification 
– Speech-based emotion recognition 
– Sentiment Analysis Software and Algorithms 

– PolarityRank 
– SenticNet 
– SentiSense 
– Sentic computing 
– SentiUnits 
– SentiStrength 
– SentiWordNet 
– Electronic word of  mouth (eWOM) 
– EmoSenticSpace 
– Sentiment Hyperspace Analogue to Language 
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