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ABSTRACT: The paper is divided into three pans. The first develops a fr,llllcwork for evaluat­
ing the indexing needs of the humanities with reference to four sets of contrasts: user (need)­
oriented vs. document-oriented indexing; subject indexing vs. attribute indexing, scientific writing 
vs. humanistic writing; and topical relevance vs. logical relevance vs. evidential relevance vs. aes­
thetic relevance. The indexing needs of the humanities range broadly across these contrasts. The 
second part establishes the centrality of relationships to the communication of indexable matter and examines the advantages and 
disadvantages of means used for their expression in both natural languages and index languages. The use of a relational structure, 
such as a frame, is shown to represent perhaps the best available option. The last part illustrates where the use of relational struc­
tures in humanities indexing would help meet some of the needs previously identified. Although not a panacea, the adoption of 
frame�based indexing in the humanities might substantially improve the retrieval of its literature. 

1 .  Indexing for the Humanities 

As my title suggests, I will be looking at whether 
relational structures C,ln play any significant and/or 
beneficial role in providing access to materials in the 
humanities. In addressing this question, I will look in 
this first part at the needs of indexing in the humani­
ties and in a second part at the general characteristics 
of relational structures in indexing. In the third and 
final part I will examine the applicability of relational 
structures to indexing in the humanities by illustrat­
ing contrasting situations in which relational struc­
tures would or would not be necessary for effective 
retrieval. 

In this first part, in trying to tease out the indexing 
needs of the humanities, I will refer to four sets of 
contrasts applicable to the indexing environment: (1) 
user (need)- or request-oriented indexing vs. a particu­
lar version of document-oriented indexing; (2) subject 
indexing vs. attribute indexing; (3) scientific writing 
vs. humanistic writing; and finally (4) topical rele­
vance vs. logical relevance vs. evidential relevance vs. 
aesthetic relevance. 

1 .1  User {Need)-Oriented Indexing vs. Document­
Oriented Indexing 

I will illustrate the first contrast in connection 
with S. R. Ranganathan's (1964) pronouncement of 
five fundamental laws of libmry science, in which he 
included two laws that are converses of each other: 
"Every reader his bookll and "Every book its reader" 
- The first of these laws - "Every reader his book" -
takes a user-oriented approach, picturing retrieval as a 
process of matching users and their attendant needs 
with the sources that might help resolve those needs. 
Since the match is not based on mere personal prefer­
ences, but focuses on the resolution of specific 
knowledge gaps or problems, it seems more fitting to 
label this a user need-oriented approach; further, as 
user needs are usually made known through requests, 
this approach is also appropriately known as the re­
quest�oriented approach. The second of these laws -
Every book its reader - takes a document-oriented 
approach, but not in the sense that we commonly use 
that phrase; instead I take this sort of document­
oriented retrieval to picture retrieval as a process of 
finding readers who might engage with a document in 
a meaningful and especially in an appreciative way. 
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While these two approaches contrast, they are not 
contradictory. Indeed, within the humanities the 
convergence of these approaches represents the ideal. 
I would take the prototypical successful document 
usc in the humanities to be one that involves the rcad� 
ing of "good literature". This is reading that engages 
the mind and/or heart, thus finding all appropriate 
reader for the document ("Every book its reader")j at 
the same time the engagement satisfies some emo� 
tional and/or cognitive need within the reader, thus 
finding a relevant document for the reader ("Every 
reader his book"). The importance of both of these 
approaches within the humanities context requires 
that humanities materials be indexed both from the 
perspective of the user with his or her needs and from 
the perspective of the document with its quest for an 
appropriate audience. 

1.2 Subject Indexing 'lis. Attribute Indexing 

The second contrast I will make reference to oper­
ates within the context of document-oriented index­
ing as that phrase is usually understood, that is, index­
ing that takes only the characteristics of the docu­
ment into account, The contrast lies between subject 
indexing and what I will term attribute indexing, No 
doubt many others would include all of my attribute 
indexing within the broader scope of subject index­
ing, but I wish for current purposes to explicitly re­
strict subject indexing to topical indexing, indexing 
that reflects what a document or a user need is about. 
This leaves attribute indexing to reflect such other 
characteristics of documents and user needs as lan­
guage, recency, author affiliation, intended audience, 
and so on. Although attribute indexing covers far 
more ground than subject indexing narrowly defined, 
it is subject indexing which has garnered most of the 
theoretical attention, This primacy of subject index­
ing within the overall indexing arena stems from long 
standing perceptions about the basic nature of index­
ing. For example, in an article that describes the dif­
ferences between document-oriented and request­
oriented indexing, Raya Fidel (1994, p. 572) quotes 
the definition of indexing given by Borko and Bernier 
(1975, p.8): "Indexing is the process of analyzing the 
informational content of records of knowledge and 
expressing the information content in the language of 
the indexing system." Fidel (1994, p. 573) then goes 
on to say, "The idea that index entries, much like ab­
stracts, represent the contents of a document has led 
to the notion that indexing is actually the process of 
creating surrogates for documents, summarizing their 
contents ," 

The traditional connection between subject index­
ing and document-oriented indexing is amply illus­
trated by the foregoing quotations, The converse as-

sociation between attribute indexing and user (need)­
oriented indexing is also made. Carol Barry (1994, pp. 
153-157) gives perhaps the best available list of attrib­
utes that should be considered in indexing documents 
and requests; she refers to them as "user-defined rele­
vance criteria. "  The correlation between subject in­
dexing and document-oriented indexing on the one 
hand and between attribute indexing and user (need)­
oriented indexing on the other hand, are not based, 
however, on qualities inherent in the indexing types 
themselves. On the one hand, taking the viewpoint of 
document-oriented indexing, there is considerably 
more to say about a document than just its subject: 
full document-oriented indexing requires both subject 
indexing and attribute indexing. On the other hand, 
taking the viewpoint of subject indexing, there is no 
reason for restricting it to document-oriented index­
ingj a user-need-oriented approach to indexing will 
almost always require a subject indexing approach at 
its base, supplemented by attribute indexing. 

As a rough generalization, subject indexing casts a 
net for documents that are topically relevant to a 
user's needs, while attribute indexing serves in turn as 
a filter to screen out documents with characteristics 
that render them inappropriate to the user's need. Al­
ternatively, subject indexing tends to promote recall, 
while attribute indexing tends to promote precision. 
Both, of course, are important. Humanities indexing, 
like most other indexing, needs both approaches: sub­
ject indexing, to gather for possible consideration all 
the documents of potential relevance to the user's 
need, and attribute indexing, to discriminate between 
documents meeting general needs and those meeting 
more specific needs. 

1.3 Scientific Writing 'liS. Humanistic Writing 

The third contrast I will address distinguishes be­
tween the indexing of literature that imparts factual 
knowledge and the indexing of literature that reflects 
appreciation of human experience. I will refer to these 
two types of literature as scientific writing and hu­
manistic writing, respectively. Subject analysis based 
on actual content, i.e., what is expressly discussed in a 
piece of writing, may well be a very appropriate 
method for describing the use of scientific writing in 
its aim to impart factual knowledge. But this is not a 
chief aim of humanistic writing, with its goal of 
communicating "a true, rich, intimate and vivid sub­
jective awareness" (Butler, 1940, p. 280 quoted in 
Immroth, 1974, p. 74), a creative, imaginative, spiri­
tual, and/or intellectual appreciation of ourselves and 
our reLnionships with other persons and with our 
world (Immroth, 1974, p. 73). 

I should quickly add two comments: (1) I am not 
equating humanistic writing and humanities litera-
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turc, although I expect the correspondence between 
the two to be strong. (2) There is no reason why a 
given writing may not consist of both scientific writ­
ing and humanistic writing, though probably mixed 
in unequal proportions. Indeed) the best writings will 
be those that blend factual knowledge and human re­
flection. 

Having established by definitional fiat that it is not 
a chief aim of humanistic writing to impart factual 
knowledge, I can now take a purist's approach to 
what it is that humanistic writing does: this is litera­
ture with the potential to enlighten and delight, but 
also to challenge and infuriate; this is literature in 
which a relationship is established between human 
writer and human reader, a relationship that commu­
nicates at least from mind to mind, and at its best, 
from heart to heart. To the extent that the literature 
of the humanities consists of humanistic writing, its 
indexing needs to reflect this more subjective brand of 
"relevance." In this context literature is relevant to 
readers because it touches something deep within 
them, because it makes them think and feel as only 
humans are known to think and feeI, because it leads 
readers to relate to writers as if somehow we humans 
can actually come to know each other through writ­
ing and reading. 

Unfortunately, it is not altogether clear what in­
dexing should try to reflect in attempting to establish 
these virtual connections between writers .md readers. 
Just as research was required to determine the spate of 
extra-topical attributes that affect user perception of 
relevance for scientific writing, so too we need to in­
vestigate what attributes of humanistic writing con­
tribute most to our sense of connecting with another 
human through the medium of literature as well as to 
our perceived depth of human response. 

As an example, I have especially enjoyed wrestling 
with the writings of the American linguist Ronald 
Langacker, not only because I value his linguistic in­
sights, but also because he allows himself to be viewed 
as a very human scholar. For instance, he writes 
(Langacker, 1987, p. 3 1) :  

In all honesty, I would greatly prefer not having 
to discuss methodological issues . . .  Nevertheless, 
1 feel compelled to discuss the methodological 
assumptions that have guided me in my work. I 
fully expect the ideas presented here to be at­
tacked on methodological grounds, not (I like to 
think) because they lack scientific validity, but 
because I make very different assumptions from 
most linguists about the appropriate adaptation 
of scientific methodology to linguistic investiga­
tion. 

To me this writing evidences both intellectual in­
tegrity and a rare balance between self-confidence and 
humility found only in the truly capable. Can we 
fashion our indexing to indicate absolute degree of in­
tellectual integrity or relative degrees of self-confi­
dence and humility? Perhaps not. But we could give 
indication in this case of reading level (reflecting the 
scholarliness of the writing) and incidence of first­
person references (reflecting the human orientation of 
the writing), which, taken together, might reveal a lit­
tle something of the human qualities I find in this 
writing. However, there arc probably limitations on 
how accurately or how fully it is that subjective 
qualities can be reflected by objective attributes. Ul­
timately we may need to allow the communication of 
subjective qualities as an essential part of indexing for 
humanistic writing. 

1.4 Topical Relevance vs. Logical Relevance vs. 
Evidential Relevance vs. Aesthetic Relevance 

Topical relevance is the appropriateness of a docu­
ment for a user need based on the topics of the need 
and of the document. In a study investigating topical 
relevance of religious literature, Carol Bean and I 
(Green and Bean, 1995) found that topical relevance is 
not always - indeed, is not usually - based on exact 
topic matching. It will not be surprising to learn that 
the topics of the user need and of documents relevant 
to that need may be hierarchically related, for exam­
ple, when the topic of the document is more specific 
than the stated topic of the user need. This is alto­
gether reasonable, since it is not uncommon when 
one has an information need not to know precisely 
wherein one's ignorance lies. The "anomalous state of 
knowledge" (Belkin, 1980) that produces the informa­
tion need also precludes the user from being able to 
specify what will satisfy the need. Therefore, the 
topic of a document may well be more specific than 
the topic of the user need for which it is relevant. The 
surprising part of our findings was that lumping exact 
matching and hierarchically-related matching together 
still accounted for less than half of our topical rele­
vance relationships. More often than not, the topics 
of user needs and of literature relevant to those needs 
were connected through nonhierarchical relation­
ships, addressing, for example, purpose or cause-and­
effect or instrumentality. The high incidence of non­
hierarchicil topical relevance relationships that we 
found may not generalize to other settings, but still 
we must acknowledge that topical relevance relation­
ships extend beyond relationships of exact match and 
hierarchical relationship. 

Logical relevance (Cooper, 1971; Wilson, 1973) is 
the appropriateness of a document for a user need 
based on the document's supplying information that, 
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in concert with what the user already knows and pOSw 
sibly with information in other documents, permits 
the user to reason deductively to a resolution of his or 
her need. This view of relevance assumes that a userts 
cognitive state can be captured as a knowledge base 
and that the information content of documents can 
be represented similarly as logical propositions. Logiw 
cal relevance can then be gauged by a knowledge rep­
resentation systemts deciding whether the userts ques­
tion can be answered on the basis of adding any of 
these logical propositions to the userl s pre-existent 
knowledge b"se. While this view of relevance would 
seem to have only limited application - first, it pre­
sumes that the user need can be stated as a directly 
.1.llswerable question, and second, it presumes that 
humans will "lways be satisfied with the results of de­
ductive logic, neither of which is universally true - it 
appropriately points out that documents can still be 
relevant if they contribute only part of the answer. 

Evidential relevance (Wilson, 1973) is the appro­
priateness of a document for a user need based on the 
document's affecting the user's level of confidence in 
a possible resolution of that need. For example, a 
document is evidentially relevant if it leads the user to 
feel more sure, or conversely less sure, of a hypothesis 
the user may be testing out in his or her mind. Like 
logical relevance, evidential relevance finds a parallel 
in the reasoning processes of knowledge representa­
tion systems, in this case with the certainty factors of 
some inferential systems. 

I am prepared to suggest only very vaguely how 
important each of these types of relevance may be for 
the humanities. First, I will assume that topical rele­
vance is of major importance for all disciplines. The 
notion of incrementally building knowledge upon 
previous knowledge presupposes a continuing strain 
of topicality that binds that knowledge together. 
While this view of knowledge growth is more often 
associated with the natural sciences} there is no field 
in which scholarship can be ignorant of its predeces. 
sors. Second, I will assume that the notion of logical 
relevance has morc limited usefulness in the humani· 
ties than it does, say, in the natural sciences and also 
that logical relevance has more limited usefulness in 
the humanities than does topical relevance. The ques­
tions asked in the humanities are less often of the di­
rectly answerable type, but where they are, logical 
relevance can play a role. Third, it appears to me that 
evidential relevance holds a particularly prominent 
place in the humanities. It is the nature of scholarly 
work in the humanities to address a general question 
and to gather all sorts of evidence bearing on that 
question. The evidence is subject to the individual 
scholar's interpretation, what he or she finds plausi· 
ble. Two scholars looking at the same, often inconsis· 
tent, evidence may come to diametrically opposed 

conclusions as to its meaning, depending largely on 
their differing levels of confidence in the available 
sources of information. 

Both topical and logical evidence are clearly most 
at home in the context of scientific writing, since fac­
tual knowledge is usually both topical and proposi­
tional in nature. Although evidential relevance re­
flects interpretation, as just noted, it, like both topical 
relevance and logical relevance, is more at home with 
scientific writing than with humanistic writing; after 
all, evidence is normally topical and propositional in 
nature, too. It is not until we get to the interpretation 
of the evidence that we start to wander off into the 
squishy realm of the idiosyncratic that is the bastion 
of humanistic thinking <1.lld writing. 

What then is relevance in the context of humanisw 
tic writing? What makes a novel speak to one reader 
in a profound way, but not to another? What causes a 
carefully crafted but simple melody to be perceived as 
supernal when another notwsowverywdifferent theme is 
considered banal and trite? Why do some tightly 
written and tightly argued essays uplift, while other, 
similarly difficult treatises merely frustrate? What 
characteristics contribute to the aesthetic, and indeed 
spiritual, experience that is the culmination of our inw 
temction with the best that the literatures of the huw 
manities have to offer? Surely there is no definitive 
answer to any of these questions, but just as surely, if 
we could answer them, we would have resolved a maw 
jor dilemma in indexing for the humanities. At this 
point there are only two things I feel to say with ,1Sw 
Sllrance: first, that the desire for certain types of aesw 
thetic experiences - whether calm and soothing, or 
emotionally invigorating, or warmly sensitive - is at 
the heart of the typical lay (i.e., non-scholarly) user 
need in the humanities, and, second, that we do not 
know very much about how to answer this need in 
our conceptual analysis of humanities literature. 

1.5 Recapitlliation of the Needs of Hllmanities 
Indexing 

We now return explicitly to the concern that 
launched this part of the discussion in the first place: 
What are the indexing needs of the humanities? I 
would like to suggest that the indexing needs of the 
humanities are quite varied} because there is such vaw 
riety in the several aspects of the humanities situation: 
(1) User needs within the humanities may be cogni­
tive in nature (which is morc the realm of the scholar) 
or may be emotional in nature (which is more the 
realm of the true end user). (2) The needs of the 
writer (composer, artist) etc.) to find an audience exist 
alongside the reader's (listener's, viewer's) etc.) need 
to find satisfying literature. (3) While the subject of a 
document may be important in establishing relevance} 
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other attributes of the document (and of the writer! 
composer/artist and of the reader/listener/viewer) arc 
also often highly significant. (4) Literature in the hu­
manities may exist to impart factual knowledge and/ 
or to establish human connections between writer 
and reader. (5) Relevance can be based on both hierar­
chical ',md nonhierarchical topical relationships, as 
well as on logical and evidential connections (which 
may be deductive, inductive, abductive, etc., in na­
ture). Relevance may also have an aesthetic basis. 

2. Relational Structures 

If the indexing needs of the humanities arc varied, 
then the indexing required to meet those needs will 
probably need to be varied, too. Within the context 
of those varied needs, the concepts that need to be 
expressed are often complex, that is, composed of 
multiple simple components that are interrelated in 
some way. This variety and complexity affect both 
the identification of indexable concepts in the hu· 
manities and their expression, I will leave it to others 
to address further the issue of what needs to be ex· 
pressed in humanities indexing and will myself now 
turn to the issue of how it might be best expressed, I 
wish to note at the outset that conventional indexing 
is generally fairly simple in its structure and may not 
be sufficiently complex for the needs identified. At 
the same time I should protect myself by acknowledg­
ing that I am not setting out to solve all the problems 
of how to express indexable concepts in the humani· 
ties, but will restrict myself to investigating how one 
particular type of indexing structure might resolve 
some of the needs identified, To this end I turn to exw 
amine how relationships can be expressed in both 
natural languages and index languages. [The expres­
sion of relationships in natural languages and index 
languages is explored more fully in Green (1995).] 

2.1 The Role of Relationships 

Our examination of how relationships can be exw 
pressed in index languages begins by establishing how 
important relationships are to communication and 
then by establishing the basic semantic nature of all 
relationships. In his analysis of the theoretical founda­
tions of a cognitive view of grammar, from which I 
quoted earlier, Ron Langacker (1987, p. 214) states 
that all l inguistic predications are of two types: 
nominal predications, which express entities, and rela· 
tional predications, which express events and states, 
He suggests that few nominal predications are atomic: 
most of them express relationships, but differ from 
relational predications by not emphasizing the relaw 
tionship, In a similar vein, the entitywrelationship ap· 
proach to data modeling recognizes a basic distinction 
between entities and relationships. This is paralleled 

by the duality in index languages between vocabubry 
and devices for expressing relationships (Rowley, 
1992, p. 160). In both natural language and independ­
ently developed types of artificial bnguages, relation· 
ships play a key role. 

On the one hand, the significance of relationships 
seems obvious, without need of special defense, On 
the other hand, index languages have commonly 
shortchanged the expression of relationships, based 
perhaps on a misunderstanding of the system<lticity 
that structures the entire inventory of relationships 
we use, We have borrowed from linguistics the dis· 
tinction between paradigmatic relationships - those 
relationships like hypernymy, synonymy, and ,m· 
tonymy that ,�re built into the lexicon, i,e., that exist 
between words (or phrases) by virtue of their lexical 
meanings - 'and synt<lgmatic relationships - those reb· 
tionships that come into being through syntactic 
combination, Hot and cold arc reb ted paradigmatiw 
cally, as are ji,rniture and bed. But ball and window 
are only related syntagmatically within phrases and 
sentences such as The balf broke the window. U nfortu� 
natcly, these two types of relationships have been 
characterized in the context of index languages as 
rsemantic relationshipsr and rsyntactic relationshipsr 
respectively. This terminology suggests that only 
paradigmatic relationships 'are semantic, th-at synrag­
matic relationships are not. But the truth of the mat· 
ter is that the sets of relationships that can be exw 
pressed paradigmatically and syntagmatically cannot 
be distinguished on semantic grounds (Hutchins, 
1975, pp. 36-37; Gardin, 1973, p. 145). In general, all 
paradigmatic relationships can also be expressed synw 
tagmatically, as in Hot means the opposite 0/ cold, All 
beds are ji,miture, or, more generally, A is a kind 0/ B. 
If ball meant 'an object for breaking windows' ,  then 
ball and window would be related paradigmatically, 
too. In some sense, it is an accident of lexicalization 
(i.e" which concepts have specific corresponding 
words) whether two words arc related paradigmatiw 
cally} although, of course, issues of motivation and 
reality enter into which concepts get lexicalized. The 
overall point to be made here is that syntagmatic rela· 
tionships are just as semantic as paradigmatic relation· 
ships. The specific relationships may not be as stable 
as the typical paradigmatic relationship, but the rela­
tionship types that are usually expressed syntagmati� 
cally also communicate meaning. For example, set· 
subset (numbers/integers), whole-part {house/bedroom}, 
and type-token (palace/Taj Mahal) relationships arc of­
ten expressed paradigmatically. But relationship types 
such as figure�ground (The tree stood out against the 
blue sky), container-contents (He took the toy out of 
the box), source-destination (She walked from home to 
work), agent-action (The actor sang), and cause-effect 
(The explosion caused great devastation), which are of-
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ten expressed syntagmatically, arc altogether seman­
tic. Note that the labels for these relationship types 
are expressible paradigmaticallYj it is only the specific 
instances of the types that must often rely on syntac­
tic combination for their expression. The cause-effect 
relationship between cause and effect is almost tau­
tologically a paradigmatic relationship, because that 
relationship is built into their meaning. If that rela­
tionship is semantic when expressed paradigmatically, 
it is also semantic when it is expressed only through 
syntagmatic means. 

2.2 The Expression of Relationships 

2.2.1 The Expression of Relationships in Natural 
Language 

Lexicalizatioll, the encoding of meaning, poten­
tially complex, in single words or phrases, is one 
(although the most efficient) means used by natural 
language for expressing relationships, Other means 
used by L10guages throughout the world include word 
order, function words, and case endings. Languages 
differ in the use they make of these devices. English, 
for example, makes heavy use of word order and 
function words, but relatively little use of case end­
ings. Latin, however, relied heavily on case endings, 
while its word order was less constrained. 

Word order in largely uninflected languages like 
English tends to reflect the grammatical roles of noun 
phrases with relation to their governing verbs. Eng­
lish) for example) is an SVO language, meaning that 
the subject (5) of the verb (V) normally precedes it, 
and the object (0) of the verb normally follows it. 
Because of a number of factors that complicate the 
correspondence between grammatical roles and rela­
tionship roles) word order alone fails to account fully 
for the exp ression of relationships in natural language. 
(1) The first of these factors is verb selection. A given 
concept can often be expressed in multiple ways) for 
example, using different verbs, These verbs may cast a 
specific relationship role into different grammatical 
roles and hence into different word order positions, 
all the while expressing the same basic thought. For 
example, buy and sell present a common event from 
different perspectives: buy takes the buyer as its sub­
ject while sell takes the seller as its subject. Knowing 
that a noun phrase is the subject of a sentence express­
ing a commercial transaction thus does not identify 
its role in that relationship. (2) The number and roles 
of optional verb arguments present in a specific sen­
tence m<1y also affect the correspondence between 
grammatical roles) relationship roles) and word order 
(Fillmore, 1968, pp. 21-31). For example, the verb 
open has one mandatory argument, the thing acted 
upon (i.e.) opened), and two optional arguments, the 
agent of the (opening) action and the instrument used 

to complete that action, When all three arguments are 
present, as in john opened the dOQ1- with the key, the 
first argument is the agent, the second is the thing 
acted upon) and the third is the instrument. When the 
agent is missing, but the thing acted upon and the in­
strument remain, the instrument moves into initial 
position, as in The key opened the door. When both 
agent and instrument are missing, the thing acted 
upon moves into initial position, ,1S in The door 
opened. (3) Voice is a third mediating factor. In the ac­
tive voice, the subject of a verb will tend to be an 
agent, while its direct object is the thing acted upon. 
But in the corresponding passive clause, a sentence­
initial subject will tend to be the thing acted on, with 
the agent named in a trailing by phrase. 

English includes several classes of words - verb 
auxiliaries, conjunctions, and prepositions - known 
collectively as function words. These words arc often 
said to "[express] primarily grammatical relation­
ships" (Merriam. Webster's collegiate dictionary, 10th 
ed., s,v. 'Function word'), but like syntagmatic rela­
tionships, they also express semantic relationships. Of 
the subclasses of function words) prepositions arc of­
ten the most important for expressing rc1ationships. 
They not only signal that a relationship exists be­
tween the phrase formed and some other part of the 
sentence, but also express, often in concert with a 
verbal form, what that relationship is. For example) 
in Congratulations were extended to the winner by all 
her competitors, the preposition to marks the recipient 
of the congratulations, while the preposition by 
marks the agent that extended them. Core noun 
phrases in English - the grammatical subject and di­
rect object of the verb - are, however, not marked 
prepositionally. Prepositions thus exercise greater in· 
fluence in the expression of less central relationship 
roles, for example, roles of time or place, as when the 
location of one entity is expressed as being above or 
below some landmark or in front of it or behind it. In 
such a context the preposition carries almost the full 
weight of expressing the relationship that exists be­
tween the noun phrase that follows the preposition 
and some other element in the sentence. 

In a number of highly inflected languages (e.g., 
Latin, German, Finnish, Russian), morphological case 
endings are affixed to noun phrases to indicate their 
relationship to other elements of the sentence and 
play the same general role that word order does in 
English. In contrast, morphological cases are of minor 
importance in a mostly uninflected language like Eng­
lish, where only the pronominal system makes a 
three.way case distinction (nominative, accusative, 
and genitive). Otherwise, English uses only the pos­
sessive case with regularity, but has alternate means 
for expressing possession. 
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2.2.2 The Expression a/Relationships in Indexing 
Languages 

An index language is often viewed as a constrained 
subset of its corresponding natural language: on the 
one hand, it borrows from the natural languagc's VO� 
cabulary both its basic terminology and conceptual 
structure; on the other hand, the meanings given to 
terms in the controlled vocabulary may not corre­
spond exactly with the senses they have in their Una_ 
tural" setting. Similarly, an index language may use 
some, but not necessarily all of the means used by 
natural languages for expressing relationships. Lcxi­
calizatioll, for ex,lmpic, is a pretty sure bet. To the 
extent that relationships are expressed in precom� 
bined phrasal units, prepositions may also play a sig� 
nificant role. But word order, which is often charac� 
terized in the context of sentences formed around fi­
nite verbs, is unlikely to operate in index languages in 
quite the same way it does in natural language. And 
where precombined units are not used, new means of 
forming and expressing relationships are needed. 

Some document retrieval systems fail to accommo­
date explicit representation of relationships in any 
waYi instead the identification of relationships, rela� 
tionship participants, and the roles they play must be 
inferred. In such systems, for example, those based on 
Boolean logic, the evidence for such inferences is 
largely that of term co-occurrence as identified by the 
Boolean AND operation. Term co�occurrence, how� 
ever, carries no guarantee that a relationship holds be� 
tween the co�occUlTing terms. And even if a relation­
ship does exist, there is no explicit indication what it 
is. False drops thus occur in searches based on Boo� 
lean ANDing: the multiple terms of the search state­
ment may occur in a document or in its index term 
assignments without being bound to each other in the 
desired relationship or indeed without being related 
to each other at all. Proximity searching, which is 
based on the intuition that "words that appear in 
close proximity should have more to do with each 
other, lexically, syntactically, and semantically, than 
words appearing at a distance" (Haas and Losee, 1994, 
p. 619) is a special application of the Boolean AND. 
Here the extent of the text in which the conjoined 
terms may co-occur is restricted, defined either in 
terms of absolute numbers of characters or words, or 
in terms of structural elements of the document. 
While proximity searching is likely to yield better re­
sults than unbounded Boolean ANDing, it still rails 
to ensure that terms co-occurring within its search 
window are related to each other. Similarly, proxim� 
ity searching is unable to confirm the precise nature 
of any relationship that may exist between the com­
ponents of a search statement, especially in light of 

the systematic treatment of important function words 
(e.g., prepositions, conjunctions) as stop words. 

A second strategy for expressing relationships in 
index languages can be seen in the historic use of 
links. In one of its uses, related terms were explicitly 
interconnected in a document's indexing through the 
creation of multiple entry points (i.e., links) to the 
document, each entry point constituting, as it were, a 
separate logical document (Sharp, 1965, pp. 123-125). 
Index terms were then assigned to links such that all 
the terms assigned to the same link were part of a sin­
gle complex subject within the document, thus ensur­
ing that terms searched for 'and retrieved by virtue of 
their co-occurrence within a single link were in fact 
related to each other. Although this usc of links re­
solved part olthe dilemma faced by Boolean AND -
the identification of the participants in the relation� 
ship - the problems stemming from failure to name 
the relationship explicitly and to identify participants' 
roles in the relationship are left unresolved. 

A third strategy for expressing relationships in in� 
dexing involves the use of role indicators. The role 
indicator approach involves associ'lting with an index 
term a label that indicates the role played by the 
term's referent in a specific context. According to this 
approach, the cause-effect relationship between infec­
tion and disease would be represented by two separate 
descriptors, with each bearing an indication of its par­
ticular role: Infection (Cause), Disease (EjJec�. Al­
though the indicator expresses the role played by a 
term in a specific context, the context itself may re� 
quire inferential reconstruction. Thus the overall rela­
tionship may not be recoverable. Moreover, role in� 
dicators do not create, by themselves, the necessary 
association between relationship participants. If the 
indexing of a document includes multiple instances of 
a single relationship type, thus causing specific role 
indicators to be used more than once, it may not be 
possible to infer with confidence for a given relation� 
ship instance which entities participate in it. 

2.3 The Evaluation of Reltllional Devices 

If there are so many ways of expressing relation� 
ships, how can we judge which means afe the most ef� 
fective or indeed whether any means are really effec� 
tive? Based on criteria developed by Norman and 
Rumelhart (1975, pp. 45-47) for desirable characteris­
tics of the "primitive structures" of a knowledge rep� 
resentation system - which include relational struc� 
tures - I present here criteria against which devices 
for expressing relationships can be evahl<ltcd, clus­
tered into three groups. 
1 .  The first cluster concerns whethef relationships 

are expressed systematically. 
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• The lnvariance criterion states that relation­
ships that have the same meaning should have 
the same expression. 

• The continuity criterion suggests that any 
similarity between two relationships should be 
reflected in an appropriate degree of similarity 
between their expressions. 

• The relatability criterion similarly holds that 
any relationships between relational COll­
structs, e.g., hierarchical relationships, should 
be ascertainable from their expressions. 

2. The second cluster relates to whether modes of 
expression arc able to handle the complexity of re­
lationships in an efficient manner. 
• According to the simultaneity criterion, since 

relationships exist as both wholes (the relation­
ship as a unit) and parts (the individual argu­
ments or entities involved in the relationship), 
their expression should capture these two as­
pects simultaneously. At the same time some 
means for emphasizing ("profiling") the whole 
or a part is also required. 

• The extensibility criterion notes that expres­
sions of relationships should be capable of ex­
tension by embedding references to other rela­
tionships within them. The embedded rela­
tionships become entities within the incorpo­
rating relationship. 

• The unity of treatment criterion posits that the 
relationship system that is able to handle enti­
ties and relationships using a single set of struc­
tures and operations will be more efficient 
than the one that uses separate sets of struc­
tures and operations for entities and for rela­
tionships. 

3. A final criterion forms its own cluster and con­
cerns the naturalness of modes of expression to 
the human cognitive system. 
• The psychological villidity criterion recognizes 

that, since the ultimate users of retrieval sys­
tems are human beings, retrieval system out­
puts are more likely to be beneficial if system 
operation mirrors, or is at least compatible 
with, human cognition and perception. 

Natural language measures up well against the sec­
ond and third clusters. Lexic'llization provides effi­
ciency by meeting the simultaneity, extensibility, and 
unit of treatment criteria. The encoding of relation­
ships in lexically simple words, for example, buyer, is 
particularly apt at communicating a whole as well as 
its parts, while ;It the same time focusing on the 
whole or on .1 specific part, thus meeting the simulta­
neity criterion. The extensibility criterion is similarly 
met by the lexicalization process in that the whole of 
one relationship can become a part in another. For 

example, in \Vriting a novel was something he had 
wanted to do all his hIe, the verbal nomin"alizmion, 
[his} writing a novel, expresses both the whole of a 
communication event and the goal part of a desire 
eventj the. '·communication event is referentially em­
bedded into the desire event. From this same exam­
ple, we see how natural language can use a single 
structure, a noun phrase, to express either an entity 
and/or a relationship. As for the third cluster, the 
ease with which persons express relationships in their 
native languages will be taken as prima facie evidence 
of the psychological validity of natural language as a 
mode of expressing relationships. 

Natural languages do not, however, express rela� 
tionships systematically at the level needed for docu­
ment retrieval. They often provide many ways to ex­
press more or less the same thought. Therefore, rela­
tionships having essentially the same meaning do not 
always have the same expression. Since natural lan­
guage fails to comply with the invariance criterion, it 
also fails to comply with the continuity and relatabil­
ity criteria, which presupposes invariant representa­
tion of meaning. 

It is largely because of the seeming lack of systema­
ticity in nawral language that the development of in­
dex languages has been found necessary. In the simpli­
fying process of developing an index language, certain 
basic qualities of relationship expression that occur 
without question in natural language have tended to 
disappear from index languages. Thus, before being 
evaluated against the criteria used for judging the ex­
pression of relationships in natural language, index 
languages must first be brought before a more basic 
judgment bar. Here three essential questions are 
asked: (1) Is the relationship explicitly identified? (2) 
Are all relationship participants specified? (3) Are par­
ticipants tied to their respective roles in the relation­
ship? Unfortunately, the three major devices used in 
index languages for expressing relationships do not 
measure up very well against these more basic criteria, 
as previously pointed out. What seems to be needed is 
a relational structure that identifies the relationship 
involved and also incorporates the good features of 
both links and roles, thereby specifying the partici­
pants in the relationship and the role each plays. A 
good candidate is the frame, a relational structure 
borrowed from frame semantics within linguistics, 
which got the basic notion out of the knowledge rep­
resentation side of artificial intelligence. 

For our purposes, frames are probably best intro­
duced by contrasting frame semantics with case 
grammar, both of which developed from the work of 
linguist Charles Fillmore. Case grammar recognized a 
very small set of general roles, e.g., agent, patient/ 
theme, instrument, source, goal, beneficiary. But, as 
Fillmore came to realize, the generality of the case 
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grammar enterprise caused it to "[fall] short of pro­
viding the det,�il needed for semantic descriptionj it 
came more and more to seem that another independ­
ent level of role structure was needed for the semantic 
description of verbs in particular limited domains" 
(Fillmore, 1982, p. 115). After all, verbs from the 
same domain (e.g" buy, sel0 may cast their arguments 
into different cases, thus causing the invariancc crite­
rion to be violated. We need instead some means of 
expressing relationships where the roles remain con­
stant across a domaio, no matter which verb is used. 

Fillmore's later work addressed this need with 
"frame semantics," where a "frame" corresponds to 
"any system of concepts related in such a way that to 
understand any one of them [means] to understand 
the whole structure in which it fits; when one of the 
things in such a structure is introduced into a text) or 
into a conversation) all of the others are automatically 
made available" (Fillmore, 1982, p. 1 1 1) .  

Commercial transactions constitute one such 
frame. This frame refers to a situation in which two 
persons are active. One) the Buyer) exchanges Money 
for a cert�lin piece of Merchandise; the other) the 
SeIler, exchanges the Merchandise for the Money. A 
full structural description of the commercial exchange 
frame includes slots for Buyer) Seller) Merchandise) 
"and Money? the ;;uguments of the commercial trans­
action predicate (Fillmore, 1977, pp. 78-79). 

By using a frame to bind all the arguments of a 
conceptual predicate into a single index structure) this 
approach overcomes the basic deficiencies of other 
modes of relational expression used in index Lm­
guages: it guarantees that the arguments within the 
frame are interrelated; it expresses what the overall re­
lationship is; and it ties each argument to its specific 
role within the relationship. 

One might anticipate that the greater informative­
ness of frames would compromise the compactness of 
the case grammar approach. After all) frame struc­
tures would seem to apply only within well-defined 
situational contexts. Recent research (Lakoff and 
Johnson, 1980; Lakoff, 1987, 1993) has shown, how­
ever) that conceptual structures of concrete domains 
are routinely extended) via metaphor) to structure ab­
stract domains. A reasonably comprehensive inven­
tory of frame structures need not expand intermina­
bly. 

Having passed the first evaluation hurdle) frames 
can now be assessed against the criteria used for natu­
ral languages. It turns out that frames are exemplary 
in complying with these criteria. Since frames are 
based on the structure of fairly well-defined concep­
tual systems and not on specific verbs) on the one 
hand) nor on very broad conceptual patterns) on the 
other hand, they are explicitly designed to meet the 
invariance criterion. Frames are also well-suited to 

comply with the simultaneity and reht-ability criteria 
of the systematicity cluster. The componential nature 
of the frame permits degree of similarity between two 
frame instances to be computed on the basis of com­
mon slots (where slots may be named by general 
roles) and common slot values. Similarly) relatability 
can be defined in terms of relationships between 
frame configurations) slot names) and/or slot values. 

The complexity cluster of criteria is also addressed 
positively by frames. Again) the basic design of <1 

frame - an integrated structure of slots with values -
fills the basic simultaneity criterion by simultane­
ously representing whole (the overall frame) and parts 
(the frame's slots); some means of profiling or empha­
sizing the whole or any specific part or set of parts 
would also need to be added to the basic frame idea to 
meet this criterion fully. 'I'he extensibility and unity 
of treatment criteria are .1ddressed by allowing 
(pointers to) frames to be slot values. 

Finally we assess frames against the naturalness cri­
terion. On the one hand) it must be acknowledged 
that many) perhaps most people) do not consciously 
perceive their worlds in terms of frame-like struc­
tures. On the other hand) cognitive science widely 
supposes that frame-like structures play an important 
role in human cognition. For example) philosopher 
Mark Johnson (1987, p. 29) asserts that image sche­
mata (abstract frame structures such as P A TI-I, BAL­
ANCE, and CONTAINER) ,'l"e "stmctltres for organ· 
izing our experience and comprehension" that arise 
out of our bodily experience. Given the contrast, it 
may not be possible to design a relational expression 
system that is natural from the perspective of both 
human perception and human cognition, If not) a 
possible compromise would be to retain that which is 
natural from the cognition standpoint (i.e' l frames) 
for the system's internal representation and to <ldd an 
interface to translate between the perceptually natural 
(whatever that is!) and the cognitively natural. 

3. The Role of Relational Structures in Indexing 
for the Humanities 

The suggestion was raised before that not only 
were the indexing needs of the humanities varied) but 
in many cases they were also complex and therefore 
in need of some means of relational expression. Al­
though the complexity part of that suggestion is criti­
cal to my proposal that frame-based indexing be given 
serious consideration in humanities indexing) I will 
mostly permit its substantiation to be seen in the de­
tails of others of the papers presented at this confer� 
ence. What I wish to do at this point is simply to 
look at several specific user needs in the humanities 
and to examine ""hether the use of frame-based index­
ing would be helpful in meeting those needs. This 
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will provide the basis for establishing how widespread 
the need for relational indexing is. 

The first user need arises out of my own experi­
ence as a church organist. In planning prelude music I 
am concerned with a number of attributes of individ­
ual musical selections: What season is a selection ap­
propriate for?; \'\1h<1t doctrinal themes, if any, is it 
closely associated with?; What key is it in?; How long 
will it take to play? Although a number of conceptual 
elements are at issue here (season, theme, key) playing 
time), they are all attributes of a single entity (musical 
selection). The satisfaction of this user need is there­
fore a straightforward one that could be satisfied by a 
file management system; a relational approach to in­
dexing would be unnecessary for addressing this need, 

A second user need also comes out of the context 
of music: I am familiar with several compositions of J, 
S, Bach that are transcriptions of the music of others, 
Did other composers also transcribe his music? Here 
again several components are involved in the user 
need: J, S, Bach, composers other than Bach, original 
compositions, and compositions that are transcrip­
tions; moreover, several relationships ;.ue involved: J, 
S, Bach is related to the original compositions; other 
composers are related to the compositions that are 
transcriptions; and the transcribed compositions are 
of J. S. Bach originals. In order to provide efficient 
(i,e" precise) retrieval, some means of making those 
relational connections are necessary, Otherwise we 
can almost guarantee that the retrieval output will 
contain literature about J. S, Bach's transcriptions of 
others' compositions, perhaps in greater abundance 
than liter;1turc about others' transcriptions of his mu­
sic. In a frame-based system the relational complex 
might be represented in the following manner (the 
frames used are based in part on a frame-based thesau-
11.1$ developed as part of my dissertation): 

COMPOSITION-I 
COMPOSER U. S. Bach] 
COMPOSITION n 

COMPOSITION-2 
COMPOSER [NOT J. S. Bach] 
COMPOSITION [,e] 

MATCI-IING-l 
FIGURE [COMPOSITION-LCOMPOSITION] 
GROUND [COMPOSITION-I,COMPOSITION] 
RELATION [LIKE] 

JOURNEY-I 
SOURCE [COMPOSITION-I] 
DESTINATION [COMPOSITION-2] 
VEHICLE [MATCHING-I] 

These four frames communicate that music starting 
as a composition of J. S. Bach (COMPOSITION-l as 
SOURCE of a JOURNEY) ended as a composition 

of someone else (COMPOSITION-2 as DESTINA­
TION of the same JOURNEY) through the vehicle 
of transcription, represented here as a MATCHING 
frame, It is not totally clear whether the conjoined 
use of MATCHING and JOURNEY frames is the 
best way to represent the concept of transcription, 
but it should be clear that this user need is based on 
complex interrelationships that would not be deilt 
with systematically under other indexing scenarios. 

Two other examples demonstrate the potential 
need for relational indexing in retrieval systems for 
literature. The third user need states an interest in fic­
tion that shows major personal transformations, i.e., 
where a character moves from one pole of the con­
tinuum to the other (like rags-to-riches stories), Here 
a family of relationships are involved, each a type of 
tmnsformation (poor to rich, proud to humble, hard 
and unfeeling to sweet and loving), but the exact rela­
tionships are irrelevant. Thus it not simply a matter 
of using, for example) "rags-to-riches" as an indexing 
term. What is sought here is not <1 specific relation­
ship, but a fairly general relationship. In a frame­
based system it might be represented by something 
like the following: 

MATCHING-2 
FIGURE [X,STA TE] 
GROUND [XSfATE] 
RELATION [UNLIKE] 

MATCI-IING-3 
FIGURE [MATCHING-2, FIGURE[X,FIGUREll 
GROUND [MATCHING-2, GROUND 

[X,FIGURE]] 
RELATION [LIKE] 

JOURNEY-2 
SOURCE [MATCHING-2, GROUND] 
DESTINATION [MATCHING-2, FIGURE] 
VEHICLE [,,] 

LOCATION-l 
FIGURE [MATCHING-2, I'IGURE; JOURNEY-2, 

DESTINATION] 
GROUND [MATCHING-2,GROUND; JOUR­

NEY-2, SOURCE] 
RELATION [OUT/AWAY] 
DISTANCE [FAR] 

The use of the variable X in the slot value for both 
MATCHING-2,FIGURE and MATCHING-2, 
GROUND is meant to indicate that the identity of 
the frame cannot be identified, but that the same 
frame type occurs in both places. MATCHING-2 ex­
presses that the ST ATE slots of the two X frames are 
UNLIKE, while MATCHING-3 expresses that the 
FIGURE whose STATE is being expressed are LIKE. 
In that way we communicate both the sameness of 
the character who undergoes the personal transforma­
tion, but the difference of the states experienced, The 
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transformation itself is captured by the movement of 
the JOURNEY-2 frame; the VEHICLE slot value 
("" ) indicates that, although the slot is applicable, its 
value is unknown. Finally, the LOCATION-1 frame 
intensifies the UNLIKEness specified in MATCH­
ING-2, transforming it into polar opposition. With­
out the use of a sophisticated system of relational ex­
pression} such a user need could not be addressed sys­
tematically. 

The final user need reflects the practice some writ­
ers have of including pithy quotations from others in 
introducing various parts of their writing. Por exam­
ple, each chapter of Deitel & Deitel's C+ + :  How to 
program starts with several quotations; the chapter on 
virtual functions and polymorphism, for instance, 
quotes Shakespeare, Oliver Wendell Holmes, and Al­
fred North Whitehead (Deitel & Deitel, 1994, p. 524), 
none of whom had virtual functions or polymor� 
phism in mind when he wrote something that in ret� 
rospect has everything to do with virtual functions 
and polymorphism. I can only suppose that the 
Deitels are very well read and have prodigious memo� 
ries, that they have friends (possibly librarians!) who 
fit that description, or that they have access to an ex­
cellently indexed book of quotations and have figured 
out imaginative ways to search it. What I do not sup­
pose is that they have access to a retrieval system able 
to locate quotations that make points analogous to 
points they wished to make, but in a completely dif­
ferent domain. But I can imagine such a system, and -
surprise! - it is based on relational structures. The 
frame's compliance with the simultaneity criterion 
would allow searches to rank output on the basis of 
similarity of frame representations. Searches based on 
analogical reasoning could be designed to give greater 
weight to query and document slots' being the same 
type than to query and document frames ' being the 
same type. Some attention would also have to be 
given to how specific the query and document frames 
were. Considerable work would be required to de­
velop an effective analogical retrieval system, but it 
almost surely would require sophisticated relational 
structures, like frames, to pull it off. 

Such sophisticated systems have their disadvantages 
as well as their advantages. A major drawback of 
frame-based indexing systems is that at present they 
exist in theory only, so their advantages also exist in 
theory only. Not only are there development costs to 
be dealt with, but implementation costs would also 
tend to run high. Both the indexing and searching of a 
frame�based retrieval system would require more re­
sources than either does in more conventional sys­
tems. Frame-based indexing may be a luxury we can� 
not afford. 

Conversely, frame-based indexing may be a luxury 
we cannot afford to dismiss. Since the literatures of 

the humanities are cumulative, comprehensive re­
trieval systems face severe problems if retrieval is not 
precise. This problem will only continue to get 
worse. Note that the expense of frame-based indexing 
of scientific litef<lture might not be justifiable, since 
much of this literature is likely to be out-of-date 
within a relatively short period; the contrasting dura­
bility of humanities literature essentially means that 
the higher cost of frame-based indexing could be 
spread out over a much longer period of time <lnd 
therefore be more readily justified. 

The real issues for frame-based indexing in the hu� 
manities, however, concern the value of users' time, 
as well as the value of meeting the types of needs that 
only this type of indexing can address. Let uS briefly 
consider the three user need scenarios discussed above 
in which relational structures would be particularly 
useful (that is, the second, third, and fourth situations 
above, which become in this context the first, second, 
and third, respectively). In the first, having to do with 
transcriptions of J. S. Bach's music, the only issue is 
that of precision. A frame-based indexing system 
would probably not locate additional relevant litera� 
tllre that might be overlooked by conventional sys­
tems; it would simply be able to filter out literature 
that was not relevant to the user. This becomes an is­
sue of counterbalancing the user's resources with the 
indexing resources. With the second and third scenar­
ios, however, we have somewhat different situations. 
With the second situation, having to do with personal 
transformations, convention-ill indexing systems 
would probably allow for well-recognized transfor­
mations (like rags-to-riches) to be included wholesale 
in the index language, but if high recall over a broad 
range of transformation types were important, the 
user would be ill-served by non-frame-based systems. 
This would be all the more the C,l$e with the final 
situation, in which retrieval is based on analogical 
search. Here conventional index systems would not 
be very useful at all; indeed, because metaphor has .1 

built-in analogical base, keyword searches on words 
with metaphorical senses might yield higher recall 
than the conventional use of a controlled vocabulary; 
however, a frame-based system should be able to yield 
the best results of all, since the attainment of higher 
recall need not come at the expense of acceptable pre� 
cision, a cost almost surely to be paid in the full-text 
search scenario. 

In the end, the question of whether the costs of 
frame-based systems are justified by the better re� 
trieval they should provide can only be answered in 
the context of developing exemplary prototype sys­
tems and investigating the value attached to their re­
trieval output. Only then will we be able to begin ex­
amining wh'ether frame-based systems deliver on their 
promises of increased precision (for most user needs 
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that are relational in nature) and of increased recall 
(for user needs that are analogical in nature or that 
concern broad relationship types) and whether their 
benefits justify their costs. 

Note 

1 .  Paper delivered at Research ilnd Development in Elec­
tronic Access to Fiction, Multicultural Knowledge Tfilnsfer 
and Cultural Mediation via Networks, a research seminar 
sponsored by the Royal School of Librari;U1ship, Copenha­
gen, Denmark, November 13, 1996. 
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